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Brownian Motion and Potential
Theory

Introduction

Diffusion can be understood on several levels. The study of diffusion on a
macroscopic level, of a substance such as heat, involves the notion of the
flux of the quantity. If u(t, x) measures the intensity of the quantity that is
diffusing, the flux J across the boundary of a region O in x-space satisfies
the identity

(0.1)
∂

∂t

∫

O

u(t, x) dV (x) = −
∫

∂O

ν · J dS(x),

as long as the substance is being neither created nor destroyed. By the
divergence theorem, this implies

(0.2)
∂u

∂t
= −div J.

The mechanism of diffusion creates a flux in the direction from greater con-
centration to lesser concentration. In the simplest model, the quantitative
relation specified is that the flux is proportional to the x-gradient of u:

(0.3) J = −D grad u,

with D > 0. Applying (0.2), we obtain for u the PDE

(0.4)
∂u

∂t
= D ∆u,

in case D is constant. In such a case we can make D = 1, by rescaling, and
this PDE is the one usually called “the heat equation.”

Many real diffusions result from jitterings of microscopic or submicro-
scopic particles, in a fashion that appears random. This motivates a prob-
abilistic attack on diffusion, including creating probabilistic tools to analyze
the heat equation. This is the topic of the present chapter.
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In §1 we give a construction of Wiener measure on the space of paths in
Rn, governed by the hypothesis that a particle located at x ∈ Rn at time
t1 will have the probability P (t, x, U) of being in an open set U ⊂ Rn at
time t1 + t, where

(0.5) P (t, x, U) =

∫

U

p(t, x, y) dy,

and p(t, x, y) is the fundamental solution to the heat equation. We prove
that, with respect to Wiener measure, almost every path is continuous,
and we establish a modulus of continuity. Our choice of et∆ rather than
et∆/2 to define such probabilities differs from the most popular convention
and leads to minor differences in various formulas. Of course, translation
between the two conventions is quite easy.

In §2 we establish the Feynman-Kac formula, for the solution to

(0.6)
∂u

∂t
= ∆u + V (x)u,

in terms of an integral over path space. A limiting argument made in §3
gives us formulas for the solution to (0.4) on a bounded domain Ω, with
Dirichlet boundary conditions. This also leads to formulas for solutions to

(0.7) ∆u = f on Ω, u = 0 on ∂Ω,

and

(0.8) ∆u = 0 on Ω, u = g on ∂Ω.

A different, and more natural, formula for the solution to (0.8) is derived
in §5, after the development in §4 of a tool known as the “strong Markov
property.” In §6 we present a study of the Newtonian capacity of a compact
set K ⊂ Rn, in the case n ≥ 3, which is related to the probability that a
Brownian path starting outside K will hit K. We give Wiener’s criterion
for a point y in ∂Ω to be regular for the Dirichlet problem (0.8), in terms
of the capacity of Kr = {z ∈ ∂Ω : |z − y| ≤ r}, as r → 0, which has a
natural probabilistic proof.

In §7 we introduce the notion of the stochastic integral, such as

(0.9)

∫ t

0

f
(
s, ω(s)

)
dω(s),

which is not straightforward since almost all Brownian paths fail to have
locally bounded variation. We show how the solution to

(0.10)
∂u

∂t
= ∆u + Xu

can be given in terms of an integral over path space, whose integrand
involves a stochastic integral, in case X is a first-order differential operator.
The derivation of this formula, like the derivation of the Feynman-Kac
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formula in §2, uses a tool from functional analysis known as the Trotter
product formula, which we establish in Appendix A at the end of this
chapter.

In §8 we consider a more general sort of stochastic integral, needed to
solve stochastic differential equations:

(0.11) dX = b(t,X) dt + σ(t,X) dω,

which we study in §9. Via Ito’s formulas, stochastic differential equations
can be used to treat diffusion equations of the form

(0.12)
∂u

∂t
=

∑
Ajk(x) ∂j∂ku +

∑
bj(x) ∂ju + V (x)u,

in terms of path space integrals. We look at this in §10. Results there,
specialized to (0.10), yield a formula with a different appearance than that
derived in §7. The identity of these two formulas leads to a formula of
Cameron-Martin-Girsanov, representing the “Jacobian determinant” of a
certain nonlinear transformation of path space.

An important topic that we do not treat here is Malliavin’s stochastic
calculus of variations, introduced in [Mal], which has had numerous in-
teresting applications to PDE. We refer the reader to [Stk2] and [B] for
material on this, and further references.

1. Brownian motion and Wiener measure

One way to state the probabilistic connection with the heat equation

(1.1)
∂u

∂t
= ∆u

is in terms of the heat kernel, p(t, x, y), satisfying

(1.2) et∆f(x) =

∫
p(t, x, y)f(y) dV (y).

If ∆ in (1.1) is the Friedrichs extension of the Laplacian on any Riemannian
manifold M , the maximum principle implies

(1.3) p(t, x, y) ≥ 0.

In many cases, including all compact M and M = Rn, we also have

(1.4)

∫
p(t, x, y) dV (y) = 1.

Consequently, for each x ∈ M, p(t, x, y) dV (y) defines a probability dis-
tribution, which we can interpret as giving the probability that a particle
starting at the point x at time 0 will be in a given region in M at time t.

Restricting our attention to the case M = Rn, we proceed to construct
a probability measure, known as “Wiener measure,” on the set of paths
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ω : [0,∞) → Rn, undergoing a random motion, sometimes called Brownian
motion, described as follows. Given t1 < t2 and that ω(t1) = x1, the
probability density for the location of ω(t2) is

(1.5) et∆δx1
(x) = p(t, x − x1) = (4πt)−n/2e−|x−x1|2/4t, t = t2 − t1.

The motion of a random path for t1 ≤ t ≤ t2 is supposed to be independent
of its past history. Thus, given 0 < t1 < t2 < · · · < tk, and given Borel sets
Ej ⊂ Rn, the probability that a path, starting at x = 0 at t = 0, lies in Ej

at time tj for each j ∈ [1, k] is

(1.6)

∫

E1

· · ·
∫

Ek

p(tk − tk−1, xk − xk−1) · · · p(t1, x1) dxk · · · dx1.

It is not obvious that there is a countably additive measure characterized
by these properties, and Wiener’s result was a great achievement. The
construction we give here is a slight modification of one in Appendix A of
[Nel2].

Anticipating that Wiener measure is supported on the set of continuous
paths, we will take a path to be characterized by its locations at all positive
rational t. Thus, we consider the set of “paths”

(1.7) P =
∏

t∈Q+

Ṙn.

Here, Ṙn is the one-point compactification of Rn (i.e., Ṙn = Rn ∪ {∞}).
Thus P is a compact, metrizable space. We construct Wiener measure W
as a positive Borel measure on P.

By the Riesz theorem, it suffices to construct a positive linear functional
E : C(P) → R, on the space C(P) of real-valued, continuous functions on
P, satisfying E(1) = 1. We first define E on the subspace C#, consisting
of continuous functions that depend on only finitely many of the factors in
(1.7); that is, functions on P of the form

(1.8) ϕ(ω) = F
(
ω(t1), . . . , ω(tk)

)
, t1 < · · · < tk,

where F is continuous on
∏k

1 Ṙn, and tj ∈ Q+. To be consistent with (1.6),
we take

(1.9)

E(ϕ) =

∫
· · ·

∫
p(t1, x1)p(t2 − t1, x2 − x1)

· · · p(tk − tk−1, xk − xk−1)

F (x1, . . . , xk) dxk · · · dx1.

If ϕ(ω) in (1.8) actually depends only on ω(tν) for some proper subset {tν}
of {t1, . . . , tk}, there arises a formula for E(ϕ) with a different appearance
from (1.9). The fact that these two expressions are equal follows from the
semigroup property of et∆. From this it follows that E : C# → R is well
defined. It is also a positive linear functional, satisfying E(1) = 1.
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Now, by the Stone-Weierstrass theorem, C# is dense in C(P). Since
E : C# → R is a positive linear functional and E(1) = 1, it follows that
E has a unique continuous extension to C(P), possessing these properties.
Thus there is a unique probability measure W on P such that

(1.10) E(ϕ) =

∫

P

ϕ(ω) dW (ω).

This is the Wiener measure.

Proposition 1.1. The set P0 of paths from Q+ to Rn, which are uniformly
continuous on bounded subsets of Q+ (and which thus extend uniquely to
continuous paths from [0,∞) to Rn), is a Borel subset of P with Wiener
measure 1.

For a set S, let oscS(ω) denote sups,t∈S |ω(s) − ω(t)|. Set

(1.11) E(a, b, ε) =
{
ω ∈ P : osc[a,b](ω) > 2ε

}
;

here [a, b] denotes {s ∈ Q+ : a ≤ s ≤ b}. Its complement is

(1.12) Ec(a, b, ε) =
⋂

t,s∈[a,b]

{
ω ∈ P : |ω(s) − ω(t)| ≤ 2ε

}
,

which is closed in P. Below we will demonstrate the following estimate on
the Wiener measure of E(a, b, ε):

(1.13) W
(
E(a, b, ε)

)
≤ 2ρ

(ε

2
, |b − a|

)
,

where

(1.14) ρ(ε, δ) = sup
t≤δ

∫

|x|>ε

p(t, x) dx,

with p(t, x) = et∆δ(x), as in (1.5). In fact, the sup is assumed at t = δ, so

(1.15) ρ(ε, δ) =

∫

|y|>ε/
√

δ

p(1, y) dy = ψn

( ε√
δ

)
,

where

(1.16) ψn(r) = (4π)−n/2

∫

|y|>r

e−|y|2/4 dy ≤ αnrn−1e−r2/4,

as r → ∞.
The relevance of the analysis of E(a, b, ε) is that if we set

(1.17) F (k, ε, δ) =
{
ω ∈ P : ∃ J ⊂ [0, k] ∩ Q+, ℓ(J) ≤ δ, oscJ (ω) > 4ε

}
,

where ℓ(J) is the length of the interval J , then

(1.18) F (k, ε, δ) =
⋃{

E(a, b, 2ε) : [a, b] ⊂ [0, k], |b − a| ≤ δ
}
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is an open set, and, via (1.13), we have

(1.19) W
(
F (k, ε, δ)

)
≤ 2k

ρ(ε, δ)

δ
.

Furthermore, with F c(k, ε, δ) = P \ F (k, ε, δ),

(1.20)

P0 =
{
ω : ∀k < ∞,∀ε > 0,∃δ > 0 such that ω ∈ F c(k, ε, δ)

}

=
⋂

k

⋂

ε=1/ν

⋃

δ=1/µ

F c(k, ε, δ)

is a Borel set (in fact, an Fσδ set), and we can conclude that W (P0) = 1
from (1.19), given the observation that, for any ε > 0,

(1.21)
ρ(ε, δ)

δ
−→ 0, as δ → 0,

which follows immediately from (1.15) and (1.16). Thus, to complete the
proof of Proposition 1.1, it remains to establish the estimate (1.13).

Lemma 1.2. Given ε, δ > 0, take ν numbers tj ∈ Q+, 0 ≤ t1 < · · · < tν ,
such that tν − t1 ≤ δ. Let

(1.22) A =
{
ω ∈ P : |ω(t1) − ω(tj)| > ε, for some j = 1, . . . , ν

}
.

Then

(1.23) W (A) ≤ 2ρ
(ε

2
, δ

)
.

Proof. Let

(1.24)

B =
{
ω : |ω(t1) − ω(tν)| >

ε

2

}
,

Cj =
{
ω : |ω(tj) − ω(tν)| >

ε

2

}
,

Dj = {ω : |ω(t1) − ω(tj)| > ε and

|ω(t1) − ω(tk)| ≤ ε,∀ k ≤ j − 1}.

Then A ⊂ B ∪
ν⋃

j=1

(
Cj ∩ Dj

)
, so

(1.25) W (A) ≤ W (B) +

ν∑

j=1

W
(
Cj ∩ Dj

)
.

Clearly, W (B) ≤ ρ(ε/2, δ). Furthermore, via (1.8)–(1.9), if we set

D
(
ω(t1), . . . , ω(tj)

)
= 1, if ω ∈ Dj , 0 otherwise,

C
(
ω(tj), ω(tν)

)
= 1, if ω ∈ Cj , 0 otherwise,
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we have C(xj , xν) = C1(xj − xν) and

W (Cj ∩ Dj)

=

∫
· · ·

∫
D(x1, . . . , xj)C(xj , xν)p(t1, x1)p(t2 − t1, x2 − x1) · · ·

p(tj − tj−1, xj − xj−1)p(tν − tj , xν − xj) dxνdxj · · · dx1

≤ ρ
(ε

2
, δ

) ∫
· · ·

∫
D(x1, . . . , xj)p(t1, x1) · · · p(tj − tj−1, xj − xj−1)

(1.26)

· dxj · · · dx1

≤ ρ
(ε

2
, δ

)
W (Dj),

so

(1.27)
∑

j

W
(
Cj ∩ Dj

)
≤ ρ(

ε

2
, δ),

since the Dj are mutually disjoint. This proves (1.23).

Let us note an intuitive approach to (1.26). Since Dj describes properties
of ω(t) for t ∈ [t1, tj ] and Cj describes a property of ω(tν)−ω(tj), these sets
describe independent events, so W (Cj ∩ Dj) = W (Cj)W (Dj); meanwhile
W (Cj) ≤ ρ(ε/2, δ).

We continue the demonstration of (1.13). Now, given such tj as in the
statement of Lemma 1.2, if we set

(1.28) E =
{
ω : |ω(tj) − ω(tk)| > 2ε, for some j, k ∈ [1, ν]

}
,

it follows that

(1.29) W (E) ≤ 2ρ
(ε

2
, δ

)
,

since E is a subset of A, given by (1.22). Now, E(a, b, ε), given by (1.11),
is a countable increasing union of sets of the form (1.28), obtained, say, by
letting {t1, . . . , tν} consist of all t ∈ [a, b] that are rational with denomi-
nator ≤ K, and taking K ր +∞. Thus we have (1.13), and the proof of
Proposition 1.1 is complete.

We make the natural identification of paths ω ∈ P0 with continuous
paths ω : [0,∞) → Rn. Note that a function ϕ on P0 of the form (1.8), with
tj ∈ R+, not necessarily rational, is a pointwise limit on P0 of functions
in C#, as long as F is continuous on

∏k
1 Ṙn, and consequently such ϕ

is measurable. Furthermore, (1.9) continues to hold, by the dominated
convergence theorem.

An alternative approach to the construction of W would be to replace
(1.7) by P̃ =

∏{
Ṙn : t ∈ R+

}
. With the product topology, this is compact

but not metrizable. The set of continuous paths is a Borel subset of P̃, but
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not a Baire set, so some extra measure-theoretic considerations arise if one
takes this route.

Looking more closely at the estimate (1.19) of the measure of the set
F (k, ε, δ), defined by (1.17), we note that you can take ε = K

√
δ log 1/δ,

in which case

(1.30) ρ(ε, δ) = ψn

(
K

√
log

1

δ

)
≤ Cn

(
log

1

δ

)n/2−1

δK2/4.

Then we obtain the following refinement of Proposition 1.1.

Proposition 1.3. For almost all ω ∈ P, we have the modulus of continuity
8
√

δ log 1/δ, that is, given 0 ≤ s, t ≤ k < ∞,

(1.31) lim sup
|s−t|=δ→0

(∣∣ω(s) − ω(t)
∣∣ − 8

√
δ log

1

δ

)
≤ 0.

In fact, (1.30) gives W (Sk) = 1, where Sk is the set of paths satisfying
(1.31), with 8 replaced by 8 + 1/k, and then

⋂
k Sk is precisely the set of

paths satisfying (1.31).
This result is not quite sharp; P. Levy showed that, for almost all ω ∈ P,

with µ(δ) = 2
√

δ log 1/δ, 0 ≤ s, t ≤ k < ∞,

(1.32) lim sup
|s−t|→0

|ω(s) − ω(t)|
µ(|s − t|) = 1.

See [McK] for a proof. We also refer to [McK] for a proof of the result, due
to Wiener, that almost all paths ω are nowhere differentiable.

By comparison with (1.31), note that if we define functions Xt on P,
taking values in Rn, by

(1.33) Xt(ω) = ω(t),

then a simple application of (1.8)–(1.10) yields

(1.34) ‖Xt‖2
L2(P) =

∫
|x|2p(t, x) dx = 2nt,

and more generally

(1.35) ‖Xt − Xs‖L2(P) =
√

2n |s − t|1/2.

Note that (1.35) depends on n, while (1.32) does not.
Via a simple translation of coordinates, we have a similar construction

for the set of Brownian paths ω starting at a general point x ∈ Rℓ, yielding
the positive functional Ex : C(P) → R, and Wiener measure Wx, such that

(1.36) Ex(ϕ) =

∫

P

ϕ(ω) dWx(ω).



Exercises 9

When ϕ(ω) is given by (1.8), Ex(ϕ) has the form (1.9), with the function
p(t1, x1) replaced by p(t1, x1 − x). To put it another way, Ex(ϕ) has the
form (1.9) with F (x1, . . . , xk) replaced by F (x1 + x, . . . , xk + x).

We will often use such notation as

Ex

(
f(ω(t)

)

instead of
∫

P
f
(
Xt(ω)

)
dWx(ω) or Ex

(
f(Xt(ω))

)
.

The following simple observation is useful.

Proposition 1.4. If ϕ ∈ C(P), then Ex(ϕ) is continuous in x.

Proof. Continuity for ϕ ∈ C#, the set of functions of the form (1.8), is
clear from (1.9) and its extension to x 6= 0 discussed above. Since C# is
dense in C(P), the result follows easily.

Exercises

1. Given a > 0, define a transformation Da : P0 → P0 by

(Daω)(t) = aω(a−2t).

Show that Da preserves the Wiener measure W . This transformation is called
Brownian scaling.

2. Let eP0 = {ω ∈ P0 : lims→∞ s−1ω(s) = 0}. Show that W (eP0) = 1.
Define a transformation ρ : eP0 → P0 by

(ρω)(t) = tω(t−1),

for t > 0. Show that ρ preserves the Wiener measure W .
3. Given a > 0, define a transformation Ra : P0 → P0 by

(Raω)(t) = ω(t), for 0 ≤ t ≤ a,

2ω(a) − ω(t), for t ≥ a.

Show that Ra preserves the Wiener measure W .
4. Show that Lp(P0, dW0) is separable, for 1 ≤ p < ∞. (Hint: P is a compact

metric space. Show that C(P) is separable.)
5. If 0 ≤ a1 < b1 ≤ a2 < b2, show that Xb1 − Xa1 is orthogonal to Xb2 − Xa2 in

L2(P, dWx, Rn), where Xt(ω) = ω(t), as in (1.33).
6. Verify the following identities (when n = 1):

Ex

„
eλ(ω(t)−ω(s))

«
= e|t−s|λ2

,(1.37)

Ex

„h
ω(t) − ω(s)

i2k
«

=
(2k)!

k!
|t − s|k,(1.38)

E
“
ω(s)ω(t)

”
= 2 min(s, t).(1.39)

7. Show that eλ|ω(t)|2 ∈ L2(P0, dW0) if and only if λ < 1/8t.



10 11. Brownian Motion and Potential Theory

2. The Feynman-Kac formula

To illustrate the application of Wiener measure to PDE, we now derive
a formula, known as the Feynman-Kac formula, for the solution operator
et(∆−V ) to

(2.1)
∂u

∂t
= ∆u − V u, u(0) = f,

given f in an appropriate Banach space, such as Lp(Rn), 1 ≤ p < ∞, or
f ∈ Co(R

n), the space of continuous functions on Rn vanishing at infinity.
To start, we will assume V is bounded and continuous on Rn. Following
[Nel2], we will use the Trotter product formula

(2.2) et(∆−V )f = lim
k→∞

(
e(t/k)∆e−(t/k)V

)k

f.

For any k,
(
e(t/k)∆e−(t/k)V

)k

f is expressed as a k-fold integral:

(2.3)

(
e(t/k)∆e−(t/k)V

)k

f(x)

=

∫
· · ·

∫
f(xk)e−(t/k)V (xk) p

( t

k
, xk − xk−1

)
e(t/k)V (xk−1) · · ·

· e−(t/k)V (x1) p
( t

k
, x − x1

)
dx1 · · · dxk.

Comparison with (1.36) gives

(2.4)
(
e(t/k)∆e−(t/k)V

)k

f(x) = Ex(ϕk),

where

(2.5) ϕk(ω) = f
(
ω(t)

)
e−Sk(ω), Sk(ω) =

t

k

k∑

j=1

V
(
ω
(jt

k

))
.

We are ready to prove the Feynman-Kac formula.

Proposition 2.1. If V is bounded and continuous on Rn, and f ∈ C(Rn)
vanishes at infinity, then, for all x ∈ Rn,

(2.6) et(∆−V )f(x) = Ex

(
f
(
ω(t)

)
e−

R t
0

V (ω(τ)) dτ
)

.

Proof. We know that et(∆−V )f is equal to the limit of (2.4) as k → ∞,
in the sup norm. Meanwhile, since almost all ω ∈ P are continuous paths,
Sk(ω) →

∫ t

0
V (ω(τ))dτ boundedly and a.e. on P. Hence, for each x ∈ Rn,

the right side of (2.4) converges to the right side of (2.6). This finishes the
proof.



2. The Feynman-Kac formula 11

Note that if V is real-valued and in L∞(Rn), then et(∆−V ) is defined on
L∞(Rn), by duality from its action on L1(Rn), and

(2.7) fν ∈ C∞
0 (Rn), fν ր 1 =⇒ et(∆−V )fν ր et(∆−V )1.

Thus, if V is real-valued, bounded, and continuous, then, for all x ∈ Rn,

(2.8) et(∆−V )1(x) = Ex

(
e−

R t
0

V (ω(τ))dτ
)

.

We can extend these identities to some larger classes of V . First we
consider the nature of the right side of (2.6) for more general V .

Lemma 2.2. Fix t ∈ [0,∞). If V ∈ L∞(Rn), then

(2.9) IV (ω) =

∫ t

0

V (ω(τ)) dτ

is well defined in L∞(P). If Vν is a bounded sequence in L∞(Rn) and
Vν → V in measure, then IVν

→ IV boundedly and in measure on P. This
is true for each measure Wx, x ∈ Rn.

Proof. Here, L∞ is the set of equivalence classes (mod a.e. equality)
of bounded measurable functions, that is, elements of L∞(Rn). Suppose
W ∈ L∞(Rn) is a pre-image of V . Then

∫ t

0
W (ω(τ)) dτ = ιW (ω) is defined

and measurable, and ‖ιW ‖L∞(P) ≤ ‖W‖L∞(Rn)t. If W# is also a pre-
image of V , then W = W# almost everywhere on Rn. Look at U , defined
on P × R+ by

U(ω, s) = W (ω(s)) − W#(ω(s)).

This is measurable. Let K ⊂ Rn be the set where W (x) 6= W#(x); this
has measure 0. Now, for fixed s, the set of ω ∈ P such that ω(s) ∈ K
has Wiener measure 0. By Fubini’s theorem it follows that U = 0 a.e. on
P × R+, and hence, for almost all ω ∈ P, U(ω, ·) = 0 a.e. on R+. Thus∫ t

0
W#(ω(τ)) dτ =

∫ t

0
W (ω(τ)) dτ for a.e. ω ∈ P, so IV is well defined in

L∞(P) for each V ∈ L∞(Rn). Clearly, ‖IV ‖L∞ ≤ ‖V ‖L∞t.
If Vν → V boundedly and in measure, in view of the previous argu-

ment we can assume without loss of generality that, upon passing to a
subsequence, Vν(x) → V (x) for all x. Consider

Uν(ω, s) = V (ω(s)) − Vν(ω(s)),

which is bounded in L∞(P × R+). This converges to 0 for each (ω, s) ∈
P× R+, so by Fubini’s theorem again,

∫ t

0
Uν(ω, s) ds → 0 for a.e. ω. This

completes the proof.

A similar argument yields the following.

Lemma 2.3. If V ∈ L1
loc(R

n) is bounded from below, then

(2.10) eV (ω) = e−
R t
0

V (ω(τ)) dτ
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is well defined in L∞(P). If Vν ∈ L1
loc(R

n) are uniformly bounded below
and Vν → V in L1

loc, then eVν
→ eV boundedly and in measure on P.

Thus, if V ∈ L1
loc(R

n), V ≥ −K > −∞, take bounded, continuous Vν

such that Vν ≥ −K and Vν → V in L1
loc. We have ‖et(∆−Vν)‖ ≤ eKt for

all ν, where ‖ · ‖ can be the operator norm on Lp(Rn) or on Co(R
n).

Now, if we replace V by Vν in (2.6), then Lemma 2.3 implies that, for any
f ∈ C∞

0 (Rn), the right side converges, for each x, namely,

(2.11) Ex

(
f
(
ω(t)

)
e−

R t
0

Vν(ω(τ)) dτ
)
−→ P (t)f(x), as ν → ∞.

Clearly |P (t)f(x)| ≤ eKtEx(|f |) ≤ eKt‖f‖L∞ . Consequently, for each
x ∈ Rn, if f ∈ C∞

0 (Rn),

(2.12) et(∆−Vν)f(x) −→ P (t)f(x) = Ex

(
f
(
ω(t)

)
e−

R t
0

V (ω(τ)) dτ
)

.

It follows that P (t) : C∞
0 (Rn) → L∞(Rn). Since

(2.13)
∣∣et(∆−Vν)f(x)

∣∣ ≤ eKtet∆|f |(x),

we also have P (t) : C∞
0 (Rn) → L1(Rn). Furthermore, we can pass to the

limit in the PDE ∂uν/∂t = ∆uν − Vνuν for uν = et(∆−Vν)f , to obtain for
u(t) = P (t)f the PDE

(2.14)
∂u

∂t
= ∆u − V u, u(0) = f.

If ∆ − V , with domain D = D(∆) ∩ D(V ), is self-adjoint, or has self-
adjoint closure A, the uniqueness result of Proposition 9.11 in Appendix
A, Functional Analysis, guarantees that P (t)f = etAf . For examples of
such self-adjointness results on ∆−V , see Chapter 8, §2, and the exercises
following that section. Thus the identity (2.6) extends to such V , for
example, to V ∈ L∞(Rn); so does the identity (2.8).

We can derive a similar formula for the solution operator S(t, 0) to

(2.15)
∂u

∂t
= ∆u − V (t, x)u, u(0) = f,

using the time-dependent Trotter product formula, Proposition A.5, and
its consequence, Proposition A.6. Thus, we obtain

(2.16) S(t, 0)f(x) = Ex

(
f
(
ω(t)

)
e−

R t
0

V (τ,ω(τ)) dτ
)

when V (t) ∈ C
(
[0,∞), BC(Rn)

)
, BC(Rn) denoting the space of bounded

continuous functions on Rn. By arguments such as those used above, we
can extend this identity to larger classes of functions V (t).
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Exercises

1. Given ε > 0, λ ∈ R, compute the integral operator giving

(2.17) et(∂2
x−εx2−λx)f(x).

(Hint: Use εx2 + λx = ε(x + λ/2ε)2 − λ2/4ε to reduce this to the problem of
computing the integral operator giving

(2.18) et(∂2
x−εx2)g(x).

For this, see the material on the harmonic oscillator in §6 of Chapter 8, in
particular, Mehler’s formula.)

2. Obtain a formula for

(2.19) Ex

„
e−ε

R t
0

ω(s)2 ds−λ
R t
0

ω(s) ds

«
= et(∂2

x−εx2−λx)1(x),

in the case of one-dimensional Brownian motion. (Hint: Use the formula

(2.20)
et(∂2

x−εx2)1(x) = a(t)e−b(t)x2

,

a(t) =
“
cosh 2

√
εt

”−1/2

, b(t) =
1

2

√
ε tanh 2

√
εt,

which follows from the formula for (2.18). Alternatively, verify (2.20) directly,
examining the system of ODE

a′(t) = −2a(t)b(t), b′(t) = ε − 4b(t)2.)

3. Pass to the limit ε ց 0 in (2.19), to evaluate

(2.21) Ex

„
e−λ

R t
0

ω(s)ds

«
.

Note that the monotone convergence theorem applies.

Exercises 4 and 5 will investigate

(2.22) ψ(ε) = W0

„
ω ∈ P :

Z a

0

ω(s)2 ds < ε

ff«
= P

„Z a

0

ω(s)2 ds < ε

«
.

4. Using Exercise 2, show that, for all λ > 0,

(2.23)

Z ∞

0

ψ′(s)e−λs ds = E0

“
e−λ

R a
0

ω(s)2 ds
”

=
“
cosh 2a

√
λ

”−1/2

=
√

2e−a
√

λ
“
1 + e−4a

√
λ

”−1/2

.

Other derivations of (2.23) can be found in [CM] and [Lev].
5. The subordination identity, given as (5.22) in Chapter 3, implies

Z ∞

0

ϕa(s)e−λs ds =
√

2e−a
√

λ if ϕa(s) =
a√
2π

s−3/2e−a2/4s.

Deduce that

ψ′(s) = ϕa(s) − 1

2
ϕ5a(s) +

3

8
ϕ9a(s) − · · · ,
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hence that

(2.24)

d

dε
P

„Z a

0

ω(s)2 ds < ε

«

=
a√
2π

ε−3/2

»
e−a2/4ε − 1

2
· 5e−25a2/4ε +

3

8
· 9e−81a2/4ε − · · ·

–
.

Show that the terms in this alternating series have progressively decreasing
magnitude provided ε/a2 ≤ 1/2. (Hint: Use the power series

(1 + y)−1/2 = 1 − 1

2
y +

3

8
y2 − · · ·

with y = e−4a
√

λ.)
6. Suppose now that ω(t) is Brownian motion in Rn. Show that

E0

“
e−λ

R a
0

|ω(s)|2 ds
”

=
“
cosh 2a

√
λ

”−n/2

.

Deduce that in the case n = 2,

d

dε
P

„Z a

0

|ω(s)|2 ds < ε

«
=

2a√
π

ε−3/2

»
e−a2/ε − 3e−9a2/ε + 5e−25a2/ε − · · ·

–
.

Show that the terms in this alternating series have progressively decreasing
magnitude provided ε ≤ 2a2.

3. The Dirichlet problem and diffusion on domains with
boundary

We can use results of §2 to provide connections between Brownian motion
and the Dirichlet boundary problem for the Laplace operator. We begin
by extending Lemma 2.3 to situations where Vν ր V , with V (x) possibly
equal to +∞ on a big set. We have the following analogue of Lemma 2.3.

Lemma 3.1. Let Vν ∈ L1
loc(R

n), −K ≤ Vν ր V , with possibly V (x) =
+∞ on a set of positive measure. Then eV (ω), given by (2.10), is well
defined in L∞(P), provided we set e−∞ = 0, and eVν

→ eV boundedly and
in measure on Ω, for each t.

Proof. This follows from the monotone convergence theorem.

Thus we again have convergence with bounds in (2.11)–(2.13). We will
look at a special class of such sequences. Let Ω ⊂ Rn be open, with
smooth boundary (in fact, Lipschitz boundary will more than suffice), and
set E = Rn \Ω. Let Vν ≥ 0 be continuous and bounded on Rn and satisfy

(3.1) Vν = 0 on Ω, Vν ≥ ν on Eν , Vν ր,

where Eν is the set of points of distance ≥ 1/ν from Ω. Given f ∈
L2(Rn), g ∈ L2(Ω), set PΩf = f |Ω ∈ L2(Ω), and define EΩg ∈ L2(Rn)
to be g(x) for x ∈ Ω, 0 for x ∈ E = Rn \ Ω.
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Proposition 3.2. Under the hypotheses above, if f ∈ L2(Rn), then

(3.2) et(∆−Vν)f −→ EΩet∆Ω
(
PΩf

)
,

as ν → ∞, where ∆Ω is the Laplace operator with Dirichlet boundary
condition on Ω.

Proof. We will first show that, for any λ > 0,

(3.3)
(
λ − ∆ + Vν

)−1
f → EΩ

(
λ − ∆Ω

)−1
PΩf.

Indeed, denote the left side of (3.3) by uν , so (λ − ∆ + Vν)uν = f . Taking
the inner product with uν , we have

(3.4) λ‖uν‖2
L2+‖∇uν‖2

L2 +

∫
Vν |uν |2 dx = (f, uν) ≤ λ

2
‖uν‖2

L2+
1

2λ
‖f‖2

L2 ,

so

(3.5)
λ

2
‖uν‖2

L2 + ‖∇uν‖2
L2 +

∫
Vν |uν |2 dx ≤ 1

2λ
‖f‖2

L2 .

Thus, for fixed λ > 0, {uν : ν ∈ Z+} is bounded in H1(Rn), while∫
Eν

|uν |2 dx ≤ C/ν. Thus {uν} has a weak limit point u ∈ H1(Rn),
and u = 0 on ∪Eν . The regularity hypothesized for ∂Ω implies u ∈ H1

0 (Ω).
Clearly, (λ − ∆)u = f on Ω, so (3.3) follows, with weak convergence in
H1(Rn). But note that, parallel to (3.4),

λ‖u‖2
L2 + ‖∇u‖2

L2 = (f, u) = lim
ν→∞

(f, uν),

so

(3.6) λ‖u‖2
L2 + ‖∇u‖2

L2 ≥ lim sup
ν→∞

λ‖uν‖2
L2 + ‖∇uν‖2

L2 .

Hence, in fact, we have H1-norm convergence in (3.3), and a fortiori L2-
norm convergence.

Now consider the set F of real-valued ϕ ∈ Co([0,∞)) such that, for all
f ∈ L2(Rn),

(3.7) ϕ(−∆ + Vν)f −→ EΩϕ(−∆Ω)PΩf, in L2(Rn)-norm,

where ϕ(H) is defined via the spectral theorem for a self-adjoint operator
H. (Material on this functional calculus can be found in §1 of Chapter 8.)
The analysis above shows that, for each λ > 0, rλ(s) = (λ + s)−1 belongs
to F . Since PΩEΩ is the identity on L2(Ω), it is clear that F is an algebra;
it is also easily seen to be a closed subset of Co([0,∞)). Since it contains
rλ for λ > 0, it separates points, so by the Stone-Weierstrass theorem all
real-valued ϕ ∈ Co([0,∞)) belong to F . This proves (3.2).

The version of (2.12) we have this time is the following.
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Proposition 3.3. Let Ω ⊂ Rn be open, with smooth boundary, or more
generally with the property that

{u ∈ H1(Rn) : supp u ⊂ Ω} = H1
0 (Ω).

Let F ∈ C∞
0 (Rn), f = F |Ω. Then, for all x ∈ Ω, t ≥ 0,

(3.8) et∆f(x) = Ex

(
f
(
ω(t)

)
e−

R t
0

ℓΩ(ω(τ)) dτ
)

.

On the left, et∆ is the solution operator to the heat equation on R+ × Ω
with Dirichlet boundary condition on ∂Ω, and in the expression on the
right

(3.9) ℓΩ(x) = 0 on Ω, + ∞ on Rn \ Ω =
◦
E.

Note that, for ω continuous,

(3.10)
e−

R t
0

ℓΩ(ω(τ)) dτ = ψΩ(ω, t) = 1 if ω([0, t]) ⊂ Ω,

0 otherwise.

The second identity defines ψΩ(ω, t). Of course, for ω continuous, ω([0, t]) ⊂
Ω if and only if ω([0, t] ∩ Q) ⊂ Ω.

We now extend Proposition 3.3 to the case where Ω ⊂ Rn is open, with
no regularity hypothesis on ∂Ω. Choose a sequence Ωj of open regions with
smooth boundary, such that Ωj ⊂⊂ Ωj+1 ⊂⊂ · · · ,

⋃
j Ωj = Ω. Let ∆j

denote the Laplace operator on Ωj , with Dirichlet boundary condition, and
let ∆ denote that of Ω, also with Dirichlet boundary condition.

Lemma 3.4. Given f ∈ L2(Ω), t ≥ 0,

(3.11) et∆f = lim
j→∞

Eje
t∆j Pjf,

where Pjf = f |Ωj
and, for g ∈ L2(Ωj), Ejg(x) = g(x) for x ∈ Ωj , 0 for

x ∈ Ω \ Ωj .

Proof. Methods of Chapter 5, §5, show that, for λ > 0,

(3.12) Ej(λ − ∆j)
−1Pjf → (λ − ∆)−1f

in L2-norm, and then (3.11) follows from this, by reasoning used in the
proof of Proposition 3.2.

Suppose f ∈ C∞
0 (ΩL). Then, for j ≥ L, Eje

t∆j f → et∆f in L2-norm,
as we have just seen. Furthermore, local regularity implies

(3.13) Eje
t∆j f −→ et∆f locally uniformly on Ω.
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Thus, given such f , and any x ∈ Ω (hence x ∈ Ωj for j large),

(3.14) et∆f(x) = lim
j→∞

Ex

(
f
(
ω(t)

)
ψΩj

(ω, t)
)

.

Now, as j → ∞,

(3.15) ψΩj
(ω, t) ր ψΩ(ω, t),

where we define

(3.16)
ψΩ(ω, t) = 1 if ω([0, t]) ⊂ Ω,

0 otherwise.

This yields the following:

Proposition 3.5. For any open Ω ⊂ Rn, given f ∈ C∞
0 (Ω), x ∈ Ω,

(3.17) et∆f(x) = Ex

(
f
(
ω(t)

)
ψΩ(ω, t)

)
.

In particular, if Ω has smooth boundary, one can use either ψΩ(ω, t) or
ψΩ(ω, t) in the formula for et∆f(x). However, if ∂Ω is not smooth, it is
ψΩ(ω, t) that one must use.

It is useful to extend this result to more general f . Suppose fj ∈ C∞
0 (Ω),

f ∈ L2(Ω), and fj(x) ց f(x) for each x ∈ Ω. Then, for any t > 0, et∆fj →
et∆f in L2(Ω) ∩ C∞(Ω), while, for each x ∈ Ω, Ex

(
fj(ω(t))ψΩ(ω, t)

)
con-

verges ց to the right side of (3.17), by the monotone convergence theorem.
Hence (3.17) holds for all such f ; denote this class by L(Ω). Clearly, the
characteristic function χK ∈ L(Ω) for each compact K ⊂ Ω.

By the same reasoning, the class of functions in L2(Ω) for which (3.17)
holds is closed under forming monotone limits, either fj ր f or fj ց f , of
sequences bounded in L2(Ω). An argument used in Lemma 2.2 shows that
modifying f ∈ L2(Ω) on a set of measure zero does not change the right
side of (3.17). If S ⊂ Ω is measurable, then

χS(x) = lim
j→∞

χKj
(x), a.e.,

for an increasing sequence of compact sets Kj ⊂ S, so (3.17) holds for
f = χS . Thus it holds for finite linear combinations of such characteristic
functions, and an easy limiting argument gives the following:

Proposition 3.6. The identity (3.17) holds for all f ∈ L2(Ω) when t >
0, x ∈ Ω.

Suppose now that Ω is bounded. Then, for f ∈ Lp(Ω), 1 ≤ p ≤ ∞,

(3.18) −∆−1f =

∫ ∞

0

et∆f dt,
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the integral being absolutely convergent in Lp-norm. If f ∈ C∞
0 (Ω), we

hence have, for each x ∈ Ω,

(3.19) −∆−1f(x) = Ex

(∫ ∞

0

f
(
ω(t)

)
ψΩ(ω, t) dt

)
.

Furthermore, by an argument such as used to prove Proposition 3.6, this
identity holds for almost every x ∈ Ω, given f ∈ L2(Ω), and for every x if
fj ∈ C∞

0 (Ω) and fj(x) ր f(x) for all x. In particular, for Ω bounded,

(3.20) −∆−11(x) = Ex

(
ϑΩ(ω)

)
, x ∈ Ω,

where, if ω is a continuous path starting inside Ω, we define

(3.21)
ϑΩ(ω) =

∫ ∞

0

ψΩ(ω, t)dt = sup {t : ω([0, t]) ⊂ Ω}

= min {t : ω(t) ∈ ∂Ω}.
In other words, ϑΩ(ω) is the first time ω(t) hits ∂Ω; it is called the “first
exit time.” Since ∆−11 ∈ C∞(Ω), it is clear that the first exit time for
a path starting at any x ∈ Ω is finite for Wx-almost every ω when Ω is
bounded. (If ω starts at a point in ∂Ω or in Rn \ Ω, set ϑΩ(ω) = 0.) Note
that we can write

(3.22) −∆−1f(x) = Ex

(∫ ϑΩ(ω)

0

f
(
ω(t)

)
dt

)
.

If ∂Ω is smooth enough for Proposition 3.3 to hold, we have the formula
(3.19), with ψΩ(ω, t) replaced by ψΩ(ω, t), valid for all x ∈ Ω. In particular,
for smooth bounded Ω,

(3.23) −∆−11(x) = Ex

(
ϑΩ(ω)

)
, x ∈ Ω,

where we define

(3.24) ϑΩ(ω) = inf
{
t : ω(t) ∈ Rn \ Ω

}
= max

{
t : ω

(
[0, t]

)
⊂ Ω

}
.

(If ω(0) ∈ Rn \Ω, set ϑΩ(ω) = 0.) Comparing this with (3.20), noting that
ϑΩ(ω) ≥ ϑΩ(ω), we have the next result.

Proposition 3.7. If Ω is bounded and ∂Ω is smooth enough for Proposi-
tion 3.3 to hold, then

(3.25) x ∈ Ω =⇒ ϑΩ(ω) = ϑΩ(ω), for Wx- almost every ω,

and

(3.26) x ∈ ∂Ω =⇒ ϑΩ(ω) = 0, for Wx- almost every ω.

The probabilistic interpretation of this result is that, for any x ∈ Ω, once
a Brownian path ω starting at x hits ∂Ω, it penetrates into the interior of
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Rn \ Ω within an arbitrarily short time, for Wx-almost all ω. From here
one can show that, given x ∈ ∂Ω, Wx-a.e. path ω spends a positive amount
of time in both Ω and Rn \ Ω, on any time interval [0, s0], for any s0 > 0,
however small. This is one manifestation of how wiggly Brownian paths
are.

Note that taking f = 1 in (3.17) gives, for all x ∈ Ω, any open set in Rn,

(3.27) et∆1(x) = Wx

(
{ω : ϑΩ(ω) > t}

)
, x ∈ Ω,

the right side being the probability that a path starting in Ω at x has first
exit time > t. Meanwhile, if ∂Ω is regular enough for Proposition 3.3 to
hold, then

(3.28) et∆1(x) = Wx ({ω : ϑΩ(ω) > t}) .

Comparing these identities extends Proposition 3.7 to unbounded Ω.
The following is an interesting consequence of (3.28).

Proposition 3.8. For one-dimensional Brownian motion, starting at the
origin, given t > 0, λ > 0,

(3.29) W
(
{ω : sup

0≤s≤t
ω(s) ≥ λ}

)
= 2W

(
{ω : ω(t) ≥ λ}

)
.

Proof. The right side is
∫ ∞

λ
p(t, x) dx, with p(t, x) = etd2/dx2

δ(x) =

(4πt)−1/2e−x2/4t, the n = 1 case of (1.5). The left side of (3.29) is the
same as W

(
{ω : ϑ(−∞,λ)(ω) < t}

)
, which by (3.28) is equal to 1 − etL1(0)

if L = d2/dx2 on (−∞, λ), with Dirichlet boundary condition at x = λ. By
the method of images we have, for x < λ,

etL1(x) =

∫
p(t, y)H(λ − x + y) dy,

where H(s) = 1 for s > 0, −1 for s < 0. From this, the identity (3.29)
readily follows.

We next derive an expression for the Poisson integral formula, for the
solution PI f = u to

(3.30) ∆u = 0 on Ω, u|∂Ω = f.

This can be expressed in terms of the integral kernel G(x, y) of ∆−1 if ∂Ω
is smooth. In fact, an application of Green’s formula gives

(3.31) PI f(x) =

∫

∂Ω

f(y)
∂

∂νy
G(x, y) dS(y),

where νy is the outward normal to ∂Ω at y. A closely related result is
the following. Let f be defined and continuous on a neighborhood of ∂Ω.
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Given small δ > 0, set

(3.32) Sδ = {x ∈ Ω : dist(x, ∂Ω) < δ},
and define uδ by

(3.33)
∆uδ = δ−2fδ on Ω, uδ = 0 on ∂Ω,

fδ = f on Sδ, 0 on Ω \ Sδ.

Lemma 3.9. If ∂Ω is smooth, then, locally uniformly on Ω,

(3.34) lim
δ→0

uδ = −1

2
PI f.

Proof. If ν is the outward normal, we have

(3.35)

uδ(x) = δ−2

∫

∂Ω

∫ δ

0

G(x, y − sν)f(y) ds dS(y) + o(1)

= −δ−2

∫

∂Ω

f(y)
∂

∂νy
G(x, y)

(∫ δ

0

s ds
)

dS(y) + o(1)

= −1

2

∫

∂Ω

f(y)
∂

∂νy
G(x, y) dS(y) + o(1),

so the result follows from (3.31).

Comparing this with (3.22), we conclude that when ∂Ω is smooth,

(3.36) PI f(x) = lim
δց0

2

δ2
Ex

(∫ ϑΩ(ω)

0

f
(
ω(t)

)
ιSδ

(ω, t) dt

)
,

where Sδ is as in (3.32), and, for S ⊂ Ω,

(3.37)
ιS(ω, t) = 1 if ω(t) ∈ S,

0 otherwise.

We will discuss further formulas for PI f in §5.

Exercises

1. Looking at the definitions, check that ψΩ(ω, t) and ϑΩ(ω) are measurable
when Ω ⊂ Rn is open with smooth boundary and that ψΩ(ω, t) and ϑΩ(ω)
are measurable, for general open Ω ⊂ Rn.

2. Show that if x ∈ O, then

(3.38) {ω ∈ P0 : ϑO(ω) < t0} =
[

s∈[0,t0)∩Q

{ω ∈ P0 : ω(s) ∈ R
n \ O}.
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3. For any finite set S = {s1, . . . , sK} ⊂ Q+, N ∈ Z+, set

FN,S(ω) = ΦN,S
“
ω(s1) . . . ω(sK)

”
,

ΦN,S(x1, . . . , xK) = min

„
N, min{sν : xν ∈ R

n \ O}
«

.

Show that, for any continuous path ω,

(3.39) ϑO(ω) = sup
N

inf
S

FN,S(ω).

Note that the collection of such sets S is countable.
4. If PO,N = {ω ∈ P0 : ϑO(ω) ≤ N} and O is bounded, show that

(3.40) Wx

“
P0 \ PO,N

”
≤ CN−1.

(Hint: Use (3.23).)
5. If ω ∈ PO,N , show that

(3.41) ϑO(ω) = lim
ν→∞

ϑν,N (ω),

where

ϑν,N (ω) = min

„
N, inf

n
s ∈ 2−ν

Z
+ : ω(s) /∈ O

o«
.

Write ϑν,N (ω) = Φν,N

“
ω(s1), . . . , ω(sL)

”
, where Φν,N has a form similar to

ΦN,S in Exercise 3.
6. For one-dimensional Brownian motion, establish the following, known as

Kolmogorov’s inequality:

(3.42) W
“
{ω : sup

0≤s≤t
|ω(s)| ≥ ε}

”
≤ 2t

ε2
, ε > 0.

(Hint: Write the left side of (3.42) as W
“
{ω : ϑ(−ε,ε)(ω) < t}

”
, and relate

this to the heat equation on Ω = [−ε, ε], with Dirichlet boundary condition,
in a fashion parallel to the proof of Proposition 3.8.)
Note that this estimate is nontrivial only for t < ε2/2. By Brownian scaling,
it suffices to consider the case ε = 1. Compare the estimate

W
“
{ω : sup

0≤s≤t
|ω(s)| ≥ ε}

”
≤ 4

Z ∞

ε

p(t, x) dx,

which follows from (3.29).
7. Given Ω ⊂ Rn open, with complement K, and ∆ with Dirichlet boundary

condition on ∂Ω, show that, for x ∈ Ω,

(3.43) Wx

“
{ω : ϑΩ(ω) = ∞}

”
= HK(x),

where

(3.44) HK(t, x) = et∆1(x) ց HK(x), as t ր ∞.

8. Suppose that K = Rn\Ω is compact, and suppose there exists eHK(x) ∈ C(Ω),
harmonic on Ω, such that eHK = 0 on ∂K and eHK(x) → 1, as |x| → ∞. Show
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that

HK(t, x) ≥ eHK(x), for all t < ∞.

(Hint: Show that ∆HK(t, x) ≤ 0 and that HK(t, x) → 1 as |x| → ∞, and
use the maximum principle.)

Deduce that if such eHK(x) exists, then Wx

“
{ω : ϑΩ(ω) = ∞}

”
> 0.

9. In the context of Exercise 8, show that if such eHK exists, then in fact

(3.45) HK(x) = eHK(x), for all x ∈ Ω.

(Hint: Show that HK must be harmonic in Ω and that lim sup|x|→∞ HK(x) ≤
1.)
By explicit construction, produce such a function on Rn \B when B is a ball
of radius a > 0, provided n ≥ 3.

10. Using Exercises 7–9, show that when n ≥ 3,

(3.46) Wx

“
{ω : |ω(t)| → ∞ as t → ∞}

”
= 1.

(Hint: Given R > 0, the probability that |ω(t)| ≥ R for some t is 1. If
R >> a, and |ω(t0)| ≥ R, show that the probability that |ω(t0 + s)| ≤ a for
some s > 0 is small, using (3.43) for K = Ba = {x : |x| ≤ a}.) To restate
(3.46), one says that Brownian motion in Rn is “non-recurrent,” for n ≥ 3.

11. If n ≤ 2 and K = Ba, show that HK(t, x) = 0 in (3.44), and hence the
probability defined in (3.46) is zero. Deduce that if n ≤ 2 and U ⊂ Rn is
a nonempty open set, almost every Brownian path ω visits U at an infinite
sequence of times tν → ∞.
One says that Brownian motion in Rn is “recurrent,” for n ≤ 2.

12. Relate the formula (3.34) for PI f to representations of PI f by double-layer
potentials, discussed in §11 of Chapter 7. Where is the second layer coming
from?

13. If Ω is a bounded domain with smooth boundary, show that (3.36) remains
true with Sδ replaced by

eSδ = {x ∈ R
n \ Ω : dist(x, ∂Ω) < δ}

and with ϑΩ(ω) replaced by ϑΩδ (ω), where Ωδ = Ω ∪ eSδ. (Hint: Start by
showing that euδ(x) → −(1/2)PI f(x), for x ∈ Ω, where, in place of (3.33),

∆euδ = δ−2fδ on Ωδ, euδ = 0 on ∂Ωδ,

with fδ = f on eSδ, 0 on Ω.

4. Martingales, stopping times, and the strong Markov
property

Given t ∈ [0,∞), let Bt be the σ-field of subsets of P0 generated by sets
of the form

(4.1) {ω ∈ P0 : ω(s) ∈ E},



4. Martingales, stopping times, and the strong Markov property 23

where s ∈ [0, t] and E is a Borel subset of Rn. One easily sees that each
element of Bt is a Borel set in P. As t increases, Bt is an increasing family
of σ-fields, each consisting of sets which are Wx-measurable, for all x ∈ Rn.
Set B∞ = σ

(⋃
t<∞ Bt

)
.

Given f ∈ L1(P0,B∞, dWx), we can define the conditional expectation

(4.2) Ex

(
f
∣∣Bt

)
,

a function measurable with respect to Bt, as follows. Denote by Wx,t the
restriction of the Wiener measure Wx to the σ-field Bt. Then

(4.3) λ(S) =

∫

S

f(ω) dWx(ω) = Ex(fχS)

defines a countably additive set function on Bt, which is absolutely contin-
uous with respect to Wx,t, so by the Radon-Nikodym theorem there exists a
Bt-measurable function Φt, uniquely defined Wx,t-almost everywhere, such
that (4.3) is equal to

∫
S

Φt(ω) dWx,t(ω), for all S ∈ Bt. This function is
Ex(f |Bt). Clearly,

(4.4) f ∈ L1(P0,B∞, dWx) =⇒ Ex

(
f
∣∣Bt

)
∈ L1(P0,Bt, dWx,t).

This construction of conditional expectation generalizes in the obvious
way to any situation where f is measurable with respect to some σ-field
F, and is L1 with respect to a given probability measure on F, and one
wants to define the conditional expectation E(f |F0) with respect to some
sub-σ-field F0 of F.

Note that we can regard L1(P0,Bt, dWx,t) naturally as a closed linear
subspace of L1(P0,B∞, dWx). Then the map f 7→ Ex(f |Bt) is a projec-
tion. Similarly, we have

f ∈ L2(P0,B∞, dWx) =⇒ Ex

(
f
∣∣Bt

)
∈ L2(P0,Bt, dWx,t),

and in this case Ex(f |Bt) is simply the orthogonal projection of f onto
L2(P0,Bt, dWx,t), regarded as a linear subspace of L2(P0,B∞, dWx). The
reader might think of this in light of von Neumann’s proof of the Radon-
Nikodym theorem, which is sketched in the exercises for §2 of Appendix
A.

The following is a statement that Brownian motion possesses the Markov

property.

Proposition 4.1. Given s, t > 0, f ∈ C(Ṙn),

(4.5) Ex

(
f(ω(t + s))

∣∣Bs

)
= Eω(s)

(
f(ω(t))

)
, for Wx-almost all ω.
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Proof. The right side of (4.5) is Bs-measurable, so the identity is equiv-
alent to the statement that

(4.6)

∫

S

f(ω(t + s)) dWx(ω) =

∫

S

(∫
f(ω̃(t)) dWω(s)(ω̃)

)
dWx(ω),

for all S ∈ Bs. It suffices to verify (4.6) for all S of the form

S = {ω ∈ P0 : ω(t1) ∈ E1, . . . , ω(tK) ∈ EK},
given tj ∈ [0, s], Ej Borel sets in Rn. For such S, (4.6) follows directly
from the characterization of the Wiener integral given in §1, that is, from
(1.6)–(1.9) in the case x = 0, together with the identity

(4.7)

∫
f(ω̃(t)) dWy(ω̃) = E

(
f(y + ω(t))

)

used to define (1.36).

We can easily extend (4.5) to

(4.8) Ex

(
F (ω(s + t1), . . . , ω(s + tk))

∣∣Bs

)
= Eω(s)

(
F (ω(t1), . . . , ω(tk))

)
,

for Wx-almost all ω, given t1, . . . , tk > 0, and F continuous on
∏k

1 Ṙn, as
in (1.8). Also, standard limiting arguments allow us to enlarge the class of
functions F for which this works. We then get the following more definitive
statement of the Markov property.

Proposition 4.2. For s > 0, define the map

(4.9) σs : P0 −→ P0, (σsω)(t) = ω(t + s).

Then, given ϕ bounded and B∞-measurable, we have

(4.10) Ex

(
ϕ ◦ σs

∣∣Bs

)
= Eω(s)(ϕ), for Wx-almost all ω.

The following is a useful restatement of Proposition 4.2.

Corollary 4.3. For s > 0, define the map

(4.11) ϑs : P0 → P0, (ϑsω)(t) = ω(t + s) − ω(s).

Then, given ϕ ∈ L1(P0, dW0), we have

(4.12) Ex

(
ϕ ◦ ϑs

∣∣Bs

)
= E0(ϕ).

In particular,

(4.13) Ex

(
f
(
ϑsω(t)

)∣∣Bs

)
= E0

(
f(ω(t))

)
.

Note that (4.12) implies ϑs is measure preserving, in the sense that

(4.14) Wx

(
ϑ−1

s (S)
)

= W0(S),
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for W0-measurable sets S. The map ϑs is not one-to-one, of course, but it
is onto the set of paths in P0 satisfying ω(0) = 0.

The Markov property also implies certain independence properties. A
function ϕ ∈ L1(P0, dWx) is said to be independent of the σ-algebra Bt

provided that, for all continuous F ,

(4.15)

∫

S

F
(
ϕ(ω)

)
dWx(ω) = Wx(S)Ex(F ◦ ϕ), ∀ S ∈ Bt.

An equivalent condition is

(4.16) Ex

(
F (ϕ)ψ

)
= Ex

(
F (ϕ)

)
Ex(ψ), ∀ ψ ∈ L1(P0,Bt, dWx),

given F (ϕ)ψ ∈ L1(P0, dWx), and another equivalent condition is

(4.17) Ex

(
F (ϕ)|Bt

)
= Ex

(
F (ϕ)

)
.

In turn, this identity holds whenever the left side is constant. From Corol-
lary 4.3 we deduce:

Corollary 4.4. For s ≥ 0, ϑsω(t) = ω(t+ s)−ω(s) is independent of Bs.

Proof. By (4.13),

(4.18) Ex

(
F (ω(t + s) − ω(s))

∣∣Bs

)
= E0

(
F (ω(t))

)
,

which is constant.

The Markov property gives rise to martingales. By definition (valid in
general for an increasing family Bt of σ-fields), a martingale is a family
Ft ∈ L1(P0,Bt, dWx,t) such that

(4.19) Ex

(
Ft

∣∣Bs

)
= Fs when s < t.

If Ex(Ft|Bs) ≥ Fs for s < t, {Ft} is called a submartingale over Bt. The
following is a very useful class of martingales.

Proposition 4.5. Let h(t, x) be smooth in t ≥ 0, x ∈ Rn, and satisfy
|h(t, x)| ≤ Cεe

ε|x|2 for all ε > 0, and the backward heat equation

(4.20)
∂h

∂t
= −∆h.

Then ht(ω) = h(t, ω(t)) is a martingale over Bt.

Proof. The hypothesis on h(t, x) implies that, for t, s > 0,

(4.21) h(s, x) =

∫
p(t, y)h(t + s, x − y) dy,
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where p(t, x) = et∆δ(x) is given by (1.5). Now

(4.22)
Ex

(
ht+s

∣∣Bs

)
= Ex

(
h(t + s, ω(t + s))

∣∣Bs

)

= Eω(s)

(
h(t + s, ω(t))

)
,

for Wx-almost all ω, by (4.5). This is equal to

(4.23)

∫
p(t, y − ω(s)) h(t + s, y) dy,

by the characterization (1.9) of expectation, adjusted as in (1.36), and by
(4.21) this is equal to h(s, ω(s)) = hs(ω).

Corollary 4.6. For one-dimensional Brownian motion, the following are
martingales over Bt:

(4.24) xt(ω) = ω(t), qt(ω) = ω(t)2 − 2t, zt(ω) = eaω(t)−a2t,

given a > 0.

One important property of martingales is the following martingale max-
imal inequality.

Proposition 4.7. If Ft is a martingale over Bt, then, given any countable
set {tj} ⊂ R+, the “maximal function”

(4.25) F ∗(ω) = sup
j

Ftj
(ω)

satisfies, for all λ > 0,

(4.26) Wx

(
{ω : F ∗(ω) > λ}

)
≤ 1

λ

∥∥Ft‖L1(P0,dWx).

Of course, the assumption that Ft is a martingale implies that ‖Ft‖L1 is
independent of t.

Proof. It suffices to demonstrate this for an arbitrary finite subset {tj} of
R+. Thus we can work with fj(ω) = Ftj

(ω),Bj = Btj
, 1 ≤ j ≤ N , and

take t1 < t2 < · · · < tN , and the martingale hypothesis is that Ex(fk

∣∣Bj) =
fj when j < k. There is no loss in assuming fN (ω) ≥ 0, so all fj(ω) ≥ 0.
Now consider

(4.27) Sλ = {ω : f∗(ω) > λ} = {ω : some fj(ω) > λ}.
There is a pairwise-disjoint decomposition

(4.28) Sλ =

N⋃

j=1

Sλj , Sλj = {ω : fj(ω) > λ but fℓ(ω) ≤ λ for ℓ < j}.
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Note that Sλj is Bj-measurable. Consequently, we have

(4.29)

∫

Sλ

fN (ω) dWx(ω)

=
N∑

j=1

∫

Sλj

fN (ω) dWx(ω) =
N∑

j=1

∫

Sλj

fj(ω) dWx(ω)

≥
N∑

j=1

λ Wx

(
Sλj

)
= λ Wx(Sλ).

This yields (4.26), in this special case, and the proposition is hence proved.

Applying the martingale maximal inequality to zt(ω) = eaω(t)−a2t, we
obtain the following.

Corollary 4.8. For one-dimensional Brownian motion, given t > 0,

(4.30) W0

(
{ω ∈ P0 : sup

0≤s≤t
ω(s) − as > λ}

)
≤ e−aλ.

Proof. The set whose measure is estimated in (4.30) is

{ω ∈ P0 : sup
0≤s≤t

eaω(s)−a2s > eaλ}.

Since paths in P0 are continuous, one can take the sup over [0, t]∩Q, which
is countable, so (4.26) applies. Note that E0(zt) = 1.

We turn to a discussion of the strong Markov property of Brownian
motion. For this, we need the notion of a stopping time. A function τ on
P0 with values in [0,+∞] is called a stopping time provided that, for each
t ≥ 0, {ω ∈ P0 : τ(ω) < t} belongs to the σ-field Bt. It follows from (3.39)
that ϑO is a stopping time. So is ϑO.

Given a stopping time τ , define Bτ+ to be the σ-algebra of sets S ∈ B∞
such that S ∩ {ω : τ(ω) < t} belongs to Bt for each t ≥ 0. Note that τ is
measurable with respect to Bτ+. The hypothesis that τ is a stopping time
means precisely that the whole set P0 satisfies the criteria for membership
in Bτ+. We note that any t ∈ [0,∞), regarded as a constant function on
P0, is a stopping time and that, in this case, Bt+ =

⋂
s>t Bs.

The following analogue of Propositions 4.1 and 4.2 is one statement of
the strong Markov property.

Proposition 4.9. If τ is a stopping time such that τ(ω) < ∞ for Wx-
almost all ω, and if t > 0, then

(4.31) Ex

(
f
(
ω(τ + t)

)∣∣Bτ+

)
= Eω(τ)

(
f(ω(t))

)
,
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for Wx-almost all ω. More generally, with

(στω)(t) = ω(t + τ),

and ϕ bounded and B∞-measurable, we have

(4.32) Ex

(
ϕ ◦ στ

∣∣Bτ+

)
= Eω(τ)(ϕ),

for Wx-almost all ω.

As in (4.6), the content of (4.31) is that

(4.33)

∫

S

f
(
ω(τ + t)

)
dWx(ω) =

∫

S

(∫
f
(
ω#(t)

)
dWω(τ)(ω

#)
)

dWx(ω),

given S ∈ Bτ+. In other words, given that S ∩ {ω : τ(ω) < t′} ∈ Bt′ , for
each t′ ≥ 0. There is no loss in taking x = 0, and we can rewrite (4.33) as

(4.34)

∫

S

f
(
ω(τ + t)

)
dW (ω) =

∫

S

∫
f
(
ω#(t) + ω(τ)

)
dW (ω#) dW (ω).

It is useful to approximate τ by discretization:

(4.35) τν(ω) = 2−νk, if 2−ν(k − 1) ≤ τ(ω) < 2−νk.

Thus

(4.36) {ω : τν(ω) < t} = {ω : τ(ω) < 2−νk} ∈ Bt,

so each τν is a stopping time. Note that

(4.37)
Aνk = {ω : τν(ω) = 2−νk}

= {ω : τ(ω) < 2−νk} \ {ω : τ(ω) < 2−ν(k − 1)}
belongs to B2−νk.

If τ is replaced by τν , the left side of (4.34) becomes

(4.38)
∑

ν,k

∫

S∩Aνk

f
(
ω(t + 2−νk)

)
dW (ω),

and the right side of (4.34) becomes

(4.39)
∑

ν,k

∫

S∩Aνk

∫
f
(
ω#(t) + ω(2−νk)

)
dW (ω#) dW (ω).

Note that if S ∈ Bτ+, then S ∩ Aνk ∈ B2−νk. Thus, the fact that each
term in the sum (4.38) is equal to the corresponding term in (4.39) follows
from (4.6). Consequently, we have

(4.40)

∫

S

f
(
ω(τν + t)

)
dW (ω) =

∫

S

∫
f
(
ω#(t) + ω(τν)

)
dW (ω#) dW (ω),
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for all ν, if S ∈ Bτ+. The desired identity (4.34) follows by taking ν → ∞,
if f ∈ C(Ṙn). Passing from this to (4.32) is then done as in the proof of
Proposition 4.2.

In particular, the extension of (4.31) analogous to (4.8), in the special
case F (x1, x2) = f(x2 − x1), yields the identity

(4.41)

∫

S

f
(
ω(τ + t) − ω(τ)

)
dW (ω) =

∫

S

∫
f
(
ω#(t)

)
dW (ω#) dW (ω)

= E
(
f(ω(t))

)
· W (S),

given S ∈ Bτ+. This, together with the extension to F (x1, . . . xK), says
that ω(τ + t)− ω(τ) = β(t) has the probability distribution of a Brownian
motion, independent of Bτ+. This is a common form in which the strong
Markov property is stated.

It is sometimes useful to consider stopping times for which {ω : τ(ω) =
∞} has positive measure. In such a case, the extension of Proposition 4.9
is that (4.32) holds for Wx-almost ω in the set {ω : τ(ω) < ∞}. Thus, for
example, (4.33) and (4.34) hold, given S ∈ Bτ+ and S ⊂ {ω : τ(ω) < ∞}.

We next look at some operator-theoretic properties of

(4.42)
Qt :L2(P0, dW0) → L2(P0, dW0), Qtϕ = E0(ϕ|Bt),

Θt :L2(P0, dW0) → L2(P0, dW0), Θtϕ(ω) = ϕ(ϑtω),

where ϑt is given by (4.11). For each t ≥ 0, Qt is an orthogonal projection,
and QsQt = QtQs = Qs, for s ≤ t. Note that (4.13) implies

(4.43) QtΘt = Q0,

since Q0 is the orthogonal projection of L2(P0, dW0) onto

(4.44) R(Q0) = set of constant functions.

Proposition 4.10. The family Θt, t ∈ [0,∞), is a strongly continuous
semigroup of isometries of L2(P0, dW0), with

(4.45) R(Θt) ⊂ Ker(Qt − Q0) = {ϕ : E0(ϕ|Bt) = const.}.

Proof. That Θt is an isometry follows from the measure-preserving prop-
erty (4.14). If we apply Q0 to (4.43), we get Q0Θt = Q0; hence (Qt −
Q0)Θt = 0, which yields (4.45).

The semigroup property follows from a straightforward calculation:

(4.46) ϑσϑsω = ϑσ+sω =⇒ Θs+σ = ΘsΘσ.

The convergence

(4.47) Θsϕ → Θtϕ in L2(P0, dW0), as s → t,
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is easy to demonstrate for ϕ(ω) of the form (1.8), that is,

(4.48) ϕ(ω) = f
(
ω(t1), . . . , ω(tk)

)
,

with f continuous on Ṙn×· · ·×Ṙn (k factors). In fact, ϕ(ϑs(ω)) = ϕs(ω) →
ϕt(ω) boundedly and pointwise on P0 for such ϕ. Since the set of ϕ of the
form (4.48) is dense in L2(P0, dW0), (4.47) follows.

Proposition 4.11. The family of orthogonal projections Qt is strongly
continuous in t ∈ [0,∞).

Proof. It is easy to verify that, for any ϕ ∈ L2(P0, dW0),

(4.49) Qsϕ → Qt−ϕ = E0(ϕ|Bt−), as s ր t,

provided t > 0, and

(4.50) Qsϕ → Qt+ϕ = E0(ϕ|Bt+), as s ց t,

where

(4.51) Bt− = σ
(⋃

s<t

Bs

)
, Bt+ =

⋂

s>t

Bs.

It is also easy to verify that Bt− = Bt, for t > 0, so Qsϕ → Qtϕ as s ր t.
On the other hand, it is not true that Bt+ = Bt, so the continuity of Qtϕ
from above requires more work.

Suppose tj ∈ Q+ and

(4.52) 0 ≤ t1 < t2 < · · · < tℓ ≤ t < tℓ+1 < · · · < tℓ+k.

Let fj ∈ C
(
Ṙn

)
. Consider any function on P of the form

(4.53)
ϕ(ω) = Aℓ(ω)Bkℓ(ω)

= f1

(
ω(t1)

)
· · · fℓ

(
ω(tℓ)

)
· fℓ+1

(
ω(tℓ+1)

)
· · · fℓ+k

(
ω(tℓ+k)

)
.

Denote by Cˆ the linear span of the set of such functions. For ϕ of the form
(4.53), we have

(4.54) E0(ϕ|Bt) = Aℓ(ω)E0(Bkℓ|Bt).

If tℓ+ν = t + sν , 1 ≤ ν ≤ k, we have, by (4.8),

(4.55) E0(Bkℓ|Bt) = Eω(t)

(
fℓ+1(ω(s1)) · · · fℓ+k(ω(sk))

)
, a.e. on P0.

Now, if t ≤ t + h < tℓ+1, we also have

(4.56)
E0(ϕ|Bt+h) = Aℓ(ω)E0(Bkℓ|Bt+h)

= Aℓ(ω)Eω(t+h)(ψℓ),

where

(4.57) ψℓ(ω) = fℓ+1

(
ω(s1 − h)

)
· · · fℓ+k

(
ω(sk − h)

)
.
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Now, as in (1.9),

(4.58)

Ex(ψℓ) =

∫
· · ·

∫
p(s1 − h, x1)p(s2 − s1, x2 − x1)

· · · p(sk − sk−1, xk − xk−1)

· fℓ+1(x1 + x) · · · fℓ+k(xk + x) dxk · · · dx1.

The continuity in (x, h) is clear. Since paths in P0 are continuous, we have,
by linearity, that

(4.59) ϕ ∈ Cˆ =⇒ E0(ϕ|Bt) = lim
hց0

E0(ϕ|Bt+h), W0-a.e.

Now the Stone-Weierstrass theorem implies that Cˆ is dense in C(P), which
is dense in L2(P, dW0) = L2(P0, dW0). Thus we have

(4.60) E0(ϕ|Bt+) = E0(ϕ|Bt), W0-a.e.,

for every ϕ ∈ L2(P0, dW0), and the proposition is proved.

Exercises

1. Show that the martingale maximal inequality applied to xt(ω) = ω(t) yields

W0

„n
ω ∈ P0 : sup

0≤s≤t
ω(s) > b

p
4t/π

o«
≤ 1

b
.

Compare with the precise result in (3.29).
2. With Bt− characterized by (4.51), show that Bt− = Bt, as stated in the proof

of Proposition 4.11. (Hint: In the characterization (4.1) of Bt, one can restrict
attention to E open in Rn.)

3. Using (4.60), show that

S ∈ B0+ =⇒ W0(S) = 0 or 1.

This is called Blumenthal’s 01 law. If E ∈ Rn is a closed set, show that

{ω ∈ P0 : ω(tν) ∈ E for some tν ց 0}
is a set in B0+. (Hint: Consider {ω ∈ P0 : dist(ω(t), E) ≥ δ > 0 for t ∈
[2−νε, ε] ∩ Q} = S(E, δ, ε, ν).)

4. Let N be the collection of (W0-outer measurable) subsets of P0 with W0-
measure zero. Form the family of σ-algebras B

#
t = Bt ∪ N , called the aug-

mentation of Bt. Show that B
#
t ⊃ Bt+ and, with notation parallel to (4.51),

B
#
t− = B

#
t = B

#
t+.

Note: The augmentation of Bt is bigger than the completion of Bt.
5. Let eFt be the σ-algebra of subsets of P0 generated by sets of the form (4.1)

for s ≥ t, and set A∞ =
T

t>0
eFt. Using Blumenthal’s 01 law and Exercise 2

of §1, show that

S ∈ A∞ =⇒ W0(S) = 0 or 1.
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If E ⊂ Rn is a closed set, show that

{ω ∈ P0 : ω(tν) ∈ E for some tν ր ∞}

is a set in A∞.

5. First exit time and the Poisson integral

At the end of §3 we produced a formula for PI f , giving the solution u to

(5.1) ∆u = 0 in Ω, u = f on ∂Ω,

at least in case Ω is a bounded domain in Rn with smooth boundary. Here
we produce a formula that is somewhat neater than (3.36) and that is
also amenable to extension to general bounded, open Ω ⊂ Rn, with no
smoothness assumed on ∂Ω. In the smooth case, the formula is

(5.2) PI f(x) = Ex

(
f(ω(ϑΩ))

)
, x ∈ Ω,

where ϑΩ(ω) is the first exit time defined by (3.24).
From an intuitive point of view, the formula (5.2) has a very easy and

natural justification. To show that the right side of (5.2), which we denote
by u(x), is harmonic on Ω, it suffices to verify the mean-value property. Let
x ∈ Ω be the center of a closed ball B ⊂ Ω. We claim that u(x) is equal to
the mean value of u|∂B . Indeed, a continuous path ω starting from x and
reaching ∂Ω must cross ∂B, say at a point y = ω(ϑB). The future behavior
of such paths is independent of their past, so the probability distribution
of the first contact point ω(ϑΩ), when averaged over starting points in ∂B,
should certainly coincide with the probability distribution of such a first
contact point in ∂Ω, for paths starting at x (the distribution of whose first
contact point with ∂B must be constant, by symmetry).

The key to converting this into a mathematical argument is to note that
the time ϑB(ω) is not constant, so one needs to make use of the strong
Markov property as a tool to establish the mean-value property of the
function u(x) defined by the right side of (5.2).

Let us first make some comments on the right side u(x) of (5.2). By
(3.40) we have

(5.3)
∣∣∣u(x) −

∫

P
Ω,N

f
(
ω(ϑΩ)

)
dWx(ω)

∣∣∣ ≤ C‖f‖L∞(∂Ω) N−1.

Let us extend f ∈ C(∂Ω) to an element f ∈ C0(R
n), without increasing

the sup norm. By (3.41), we have

(5.4) f
(
ω(ϑΩ)

)
= lim

ν→∞
f
(
ω(ϑν,N (ω))

)
, for ω ∈ PΩ,N ,
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where ϑν,N (ω) = min
(
N, inf {s ∈ 2−νZ+ : ω(s) /∈ Ω}

)
. Thus, if the integral

in (5.3) is denoted by uN (x), then

(5.5) uN (x) = lim
ν→∞

uNν(x) = lim
ν→∞

∫

P
Ω,N

f
(
ω(ϑν,N (ω))

)
dWx(ω).

Here the limit exists pointwise in x ∈ Ω. Now each uNν is continuous on
Ω, indeed on Rn. Consequently, u(x) given by the right side of (5.2) is at
least a bounded, measurable function of x.

To continue the analysis, given x ∈ Ω, we define a probability measure
νx,Ω on ∂Ω by

(5.6) Ex

(
f(ω(ϑΩ))

)
=

∫

Ω

f(y) dνx,Ω(y),

for f ∈ C(∂Ω).

Lemma 5.1. If x ∈ O ⊂⊂ Ω and O and Ω are open, then

(5.7) νx,Ω =

∫

∂O

νy,Ω dνx,O(y).

Proof. The identity (5.4) is equivalent to the statement that, for f ∈
C(∂Ω),

(5.8) Ex

(
f(ω(ϑΩ))

)
=

∫

∂O

Ey

(
f(ω(ϑΩ))

)
dνx,O(y).

The right side is equal to

(5.9) Ex

(
g(ω(ϑO))

)
, g(y) = Ey

(
f(ω(ϑΩ))

)
.

In other words,

(5.10) g(ω(ϑO)) = Eω(ϑ
O

)(ϕ), ϕ(ω) = f
(
ω(ϑΩ(ω))

)
.

Now we use the strong Markov property, in the form (4.22), namely,

Eω(τ)(ϕ) = Ex

(
ϕ ◦ στ

∣∣Bτ+

)
,

for Wx-almost all ω, where (στω)(t) = ω(t + τ) and τ is a stopping time.
This implies

(5.11)

∫

P0

Eω(τ)(ϕ) dWx(ω) =

∫

P0

Ex

(
ϕ ◦ στ

∣∣Bτ+

)
dWx(ω) = Ex(ϕ ◦ στ ).

Applied to τ = ϑO, this shows that (5.9) is equal to Ex(ϕ ◦ σϑ
O
). Now,

with ω̃(t) = σϑ
O
ω(t) = ω(t + ϑO(ω)), we have, for O ⊂⊂ Ω, ϑΩ(ω̃) =

ϑΩ(ω) − ϑO(ω), as long as ω is a continuous path starting in O. Hence

(5.12) ϕ(ω̃) = f
(
ω̃(ϑΩ(ω) − ϑO(ω))

)
= f

(
ω(ϑΩ(ω))

)
= ϕ(ω).
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Thus (5.9) is equal to Ex(ϕ), which is the left side of (5.6), and the lemma
is proved.

Consequently, the right side u(x) of (5.2) is a bounded, measurable func-
tion of x satisfying the mean-value property. An integration yields that
such u(x) is equal to the mean value of u over any ball D ⊂ Ω, centered at
x, from which it follows that u(x) is continuous in Ω. Then the mean-value
property guarantees that u is harmonic on Ω. To verify (5.2), it remains
to show that u(x) has the correct boundary values.

Lemma 5.2. Assume ∂Ω is smooth. Given y ∈ ∂Ω, we have u(y) = f(y),
and u is continuous at y ∈ Ω.

Proof. That u(y) = f(y) follows from the fact that ϑΩ(ω) = 0 for Wy-
almost all ω, according to Proposition 3.7. To show that u(x) → u(y) as
x → y from within Ω, we argue as follows.

By (3.23), for x ∈ Ω, Ex(ϑΩ) = −∆−11(x). Hence this quantity ap-
proaches 0 as x → y. Thus, given εj > 0, there exists δ > 0 such that

(5.13) |x − y| ≤ δ =⇒ Wx

(
{ω : ϑΩ(ω) > ε1}

)
< ε2.

Meanwhile, in a short time, 0 ≤ s ≤ ε1, a path ω(s) is not likely to wander
far. In fact, by (3.28) plus a scaling argument,

(5.14)
Wε1

= {ω ∈ P0 : sup
0≤s≤ε1

|ω(s) − ω(0)| ≥ ε
1/3
1 }

=⇒ Wx(Wε1
) ≤ ψ(ε1),

where ψ(ε) → 0 as ε → 0.
Thus, if |x − y| ≤ δ, with probability > 1 − ε2 − ψ(ε1), a path starting

at x will, within time ε1, hit ∂Ω, without leaving the ball B
ε
1/3

1

(x) of

radius ε
1/3
1 centered at x. Now, a given f ∈ C(∂Ω) varies only a little over

{z ∈ ∂Ω : |z − y| ≤ ε
1/3
1 + δ} if ε1 and δ are small enough. Therefore,

indeed u(x) → u(y), as x → y.

We have completed the demonstration of the following.

Proposition 5.3. If Ω is a bounded region in Rn with smooth boundary
and f ∈ C(∂Ω), then PI f is given by (5.2).

Recall from §5 of Chapter 5 the construction of

(5.15) PI : C(∂Ω) −→ L∞(Ω) ∩ C∞(Ω)

when Ω is an arbitrary bounded, open subset of Rn, with perhaps a very
nasty boundary. As shown there, we can take

(5.16) Ω1 ⊂⊂ Ω2 ⊂⊂ · · · ⊂⊂ Ωj ր Ω
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such that each boundary ∂Ωj is smooth, and, if f is extended from ∂Ω to
an element of Co(R

n), then

(5.17) x ∈ Ω =⇒ PI f(x) = lim
j→∞

uj(x),

where uj ∈ C(Ωj) is the Poisson integral of f |∂Ωj
. In (5.17) one has uniform

convergence on compact sets K ⊂ Ω, the right side being defined for j ≥ j0,
where K ⊂ Ωj0 . The details were carried out in Chapter 5 for f ∈ C∞(Rn),
but approximation by smooth functions plus use of the maximum principle
readily extends this to f ∈ Co(R

n).
If we apply Proposition 5.3 to Ωj , we conclude that, for f ∈ Co(R

n), x ∈
Ω,

(5.18) PI f(x) = lim
j→∞

Ex

(
f
(
ω(ϑΩj

)
))

.

On the other hand, it is straightforward from the definitions that

(5.19) ϑΩj
(ω) ր ϑΩ(ω), for all ω ∈ P0.

Therefore, via the dominated convergence theorem, we can pass to the limit
in (5.18), proving the following.

Proposition 5.4. If Ω is any bounded, open region in Rn and f ∈ C(∂Ω),
then

(5.20) PI f(x) = Ex

(
f
(
ω(ϑΩ)

))
, x ∈ Ω.

We recall from Chapter 5 the notion of a regular boundary point. A point
y ∈ ∂Ω is regular provided PI f is continuous at y, for all f ∈ C(∂Ω). We
discussed several criteria for a boundary point to be regular, particularly
in Propositions 5.11–5.16 of Chapter 5. Here is another criterion.

Proposition 5.5. If Ω ⊂ Rn is a bounded open set, y ∈ ∂Ω, then y is a
regular boundary point if and only if

(5.21) Ex(ϑΩ) → 0, as x → y, x ∈ Ω.

Proof. Recall from (3.20) that Ex(ϑΩ) = −∆−11(x). Thus (5.21) holds if
and only if this function is a weak barrier at y ∈ ∂Ω, as defined in Chapter
5, right after (5.26). Therefore, (5.21) here implies y is a regular point. On
the other hand, ∆−11(x) can be written as the sum x2

1/2 + u0(x), where
u0 = −(1/2)PI (x2

1

∣∣
∂Ω

), so if (5.21) fails, y is not a regular point.

One might both compare and contrast this proof with that of Lemma
5.2. In that case, where ∂Ω was assumed smooth, the known regularity
of each boundary point was exploited to guarantee that Ex(ϑΩ) → 0 as
x → y ∈ ∂Ω, which then was exploited to show that u(x) → u(y) as x → y.
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In the next section, we will derive another criterion for y to be regular,
in terms of “capacity.”

Exercises

1. Explore connections between the formulas for PI f(x), for f ∈ C(∂Ω), when
Ω is bounded and ∂Ω smooth, given by (3.36) and by (5.2), respectively.

6. Newtonian capacity

The (Newtonian) capacity of a set is a measure of size that is very important
in potential theory and closely related to the probability of a Brownian path
hitting that set. In our development here, we restrict attention to the case
n ≥ 3 and define the capacity of a compact set K ⊂ Rn. We first assume
that K is the closure of an open set with smooth boundary.

Proposition 6.1. Assume n ≥ 3. If K ⊂ Rn is compact with smooth
boundary ∂K, then there exists a unique function UK , harmonic on Rn\K,
such that UK(x) → 1 as x → K and UK(x) → 0 as |x| → ∞.

Proof. We can assume that the origin 0 ∈ Rn is in the interior of K. Then
the inversion ψ(x) = x/|x|2 interchanges 0 and the point at infinity, and
the transformation

(6.1) v(x) = |x|−(n−2)w(|x|−2x)

preserves harmonicity. We let w be the unique harmonic function on the
bounded domain ψ(Rn \ K), with boundary value w(x) = |x|−(n−2) on
ψ(∂K). Then v, defined by (6.1), is the desired solution. The uniqueness
is immediate, via the maximum principle.

Note that the construction yields

(6.2) |UK(x)| ≤ C|x|−(n−2), |∂rUK(x)| ≤ C|x|−(n−1), |x| → ∞.

The n = 3 case of this result was done in §1 of Chapter 9.
Another approach to the proof of Proposition 6.1 would be to represent

UK(x) as a single-layer potential, as in (11.44) of Chapter 7. This was
noted in a remark after the proof of Proposition 11.5 in that chapter.

Now that we have established the existence of such UK , Exercises 7–9 of
§3 apply, to yield

(6.3) U t
K(x) ր UK(x), as t ր ∞,
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where, for x ∈ O = Rn \ K,

(6.4)
U t

K(x) = 1 − et∆O1(x)

= Wx

(
{ω : ϑO(ω) ≤ t}

)
.

Here, ∆O is the Laplace operator on O, with Dirichlet boundary condition.
The last identity follows from (3.27). We can replace the first exit time ϑO
by the first hitting time:

(6.5) hK(ω) = ϑRn\K(ω).

Consequently,

(6.6) UK(x) = Wx

(
{ω : hK(ω) < ∞}

)
;

that is, for x ∈ O, UK(x) is the probability that a Brownian path ω,
starting at x, eventually hits K.

We set UK(x) = 1 for x ∈ K. Then (6.6) holds for x ∈ K also. It follows
that UK ∈ Co(R

n), and ∆UK is a distribution supported on ∂K. In fact,
Green’s formula yields, for ϕ ∈ C∞

0 (Rn),

(6.7) (UK ,∆ϕ) = −
∫

∂K

ϕ(y)
∂

∂ν
UK(y) dS(y),

where ν is the unit normal to ∂K, pointing into K. By Zaremba’s principle,
∂νUK(y) > 0, for all y ∈ ∂K, so we see that ∆UK = −µK , where µK is
a positive measure supported on ∂K. The total mass of µK is called the
capacity of K:

(6.8) cap K =

∫

K

dµK(x).

Since, with Cn = (n − 2) · Area(Sn−1),

(6.9) UK(x) = −∆−1µK = Cn

∫
|x − y|−(n−2) dµK(y),

we have

(6.10) Cn

∫∫
dµK(x) dµK(y)

|x − y|n−2
=

∫
UK(x) dµK(x) = cap K,

the left side being proportional to the potential energy of a collection of
charged particles, with density dµK , interacting by a repulsive force with
potential Cn|x − y|−(n−2). The function UK(x) is called the capacitary

potential of K. Note that we can also use Green’s theorem to get

(6.11) ‖∇UK‖2
L2(Rn) =

∫

K

UK(x) dµK(x) = cap K.
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Note that if K1 ⊂ K2 have capacitary potentials Uj , ∆Uj = −µj , then
U2 = 1 on K1, so

(6.12)

cap K1 =

∫
U2(x) dµ1(x) = −(U2,∆U1)

=

∫
U1(x) dµ2(x) ≤ cap K2,

since U1(x) ≤ 1. Thus capacity is a monotone set function.
Before establishing more formulas involving capacity, we extend it to

general compact K ⊂ Rn. We can write K =
⋂

Kj , where K1 ⊃⊃ K2 ⊃⊃
· · · ⊃⊃ Kj ց K, each Kj being compact with smooth boundary. Clearly,
Uj = UKj

is a decreasing sequence of functions ≤ 1, and by (6.11), ∇Uj

is bounded in L2(Rn). Furthermore, ∆Uj = −µj , where µj is a positive
measure supported on ∂Kj , of total mass cap Kj , which is nonincreasing,
by (6.12). Consequently, we have a limit:

(6.13) lim
j→∞

Uj = UK ,

defined a priori pointwise, but also holding in various topologies, such as
the weak∗ topology of L∞(Rn). We have UK ∈ L∞(Rn), 0 ≤ UK(x) ≤
1; ∇UK ∈ L2(Rn), and ∆UK = −µ, where µ is a positive measure, sup-
ported on K. Furthermore, µj → µ in the weak∗ topology, and UK =
−∆−1µ. Any neighborhood of K contains some Kj . Thus, if K ′

1 ⊃⊃
K ′

2 ⊃⊃ · · · ⊃⊃ K ′
j ց K is another choice, one is seen to obtain the same

limit UK , hence the same measure µ, which we denote as µK . We set

(6.14) cap K =

∫
dµK(x).

Note that, as in (6.12), cap K =
∫

Uj(x) dµK(x), for each j. Thus, as
before, cap K =

∫
UK(x) dµK(x), this time by the monotone convergence

theorem. Consequently,

(6.15) UK(x) = 1 µK-almost everywhere.

Clearly, cap K ≤ inf cap Kj . In fact, we claim

(6.16) cap K = inf cap Kj .

This is easy to see; µj converges to µK pointwise on Co(R
n); choose g ∈

Co(R
n), equal to 1 on K1; then

(6.17) cap K = (g, µK) = lim (g, µj) = lim capKj ,

proving (6.16). We consequently extend the monotonicity property:

Proposition 6.2. For general compact K ⊂ L, we have cap K ≤ cap L.

Proof. We can take compact approximants with smooth boundary, Kj ց
K, Lj ց L, such that Kj ⊂ Lj . By (6.12) we have cap Kj ≤ cap Lj , and
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this persists in the limit by (6.16). We also have UK(x) ≤ UL(x) for all x.
Using (6.15), we obtain

(6.18) cap K =

∫
UL(x) dµK(x).

One possibility is that cap K = 0. This happens if and only if µK = 0,
thus if and only if UK = 0 almost everywhere. If cap K > 0, we continue
to call UK the capacitary potential of K.

We record some more ways in which Uj → UK . First, it certainly holds
in the weak∗ topology on L∞(Rn). Hence ∇Uj → ∇UK in D′(Rn). By
(6.11), ∇Uj is bounded in L2(Rn); hence ∇Uj → ∇UK weakly in L2(Rn).
Since also Uj ∈ Co(R

n), we have

(6.19)

‖∇UK‖2
L2 = lim

j→∞
(∇Uj ,∇UK) = lim

j→∞
−(Uj ,∆UK)

= lim
j→∞

∫
Uj(x) dµ(x) = cap K,

the last identity holding as in the derivation of (6.15). Thus (6.11) is
extended to general compact K. Furthermore, this implies

(6.20) ∇Uj −→ ∇UK in L2(Rn)-norm.

Hence

(6.21) µj −→ µK in H−1(Rn)-norm.

We now extend the identities (6.3) and (6.6) to general compact K, in
reverse order.

Proposition 6.3. The identity (6.6) holds for general compact K ⊂ Rn.

Proof. Since (6.6) has been established for the compact Kj with smooth
boundary, we have

(6.22) 1 − Uj(x) = Wx(AKj
), AKj

= {ω ∈ P0 : ω(R+) ⊂ Rn \ Kj}.

Clearly, if Kj ց K, AK1
⊂ AK2

⊂ · · · ⊂ AKj
ր ÃK , where ÃK is

a proper subset of AK = {ω ∈ P0 : ω(R+) ⊂ Rn \ K}. However, for
n ≥ 3, Brownian motion is nonrecurrent, as was established in Exercise
10 of §3. Thus |ω(t)| → ∞ as t → ∞, for Wx-almost all ω, so in fact
Wx

(
AK \ ÃK

)
= 0, and hence 1 − UK(x) = Wx(AK), which is equivalent

to (6.6).

Proposition 6.4. The identity (6.3) holds for general compact K ⊂ Rn.

Proof. We define U t
K(x) to be 1−et∆O1(x), as in (6.4); the second identity

in (6.4) continues to hold, by (3.27). Now, clearly, the family of sets St =
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{ω ∈ P0 : hK(ω) ≤ t} is increasing as t ր ∞, with union
⋃

St = {ω ∈ P0 : hK(ω) < ∞},

and this gives (6.3).

We next establish the subadditivity of capacity.

Proposition 6.5. If K and L are compact, then

(6.23) UK∪L(x) ≤ UK(x) + UL(x)

and

(6.24) cap(K ∪ L) ≤
(
cap K

)
+

(
cap L

)
.

Proof. The inequality (6.23) follows directly from (6.6) and the subaddi-
tivity of Wiener measure. Now, as in (6.12), we have

(6.25)

∫
UK(x) dµK∪L(x) = −(UK ,∆UK∪L)

=

∫
UK∪L(x) dµK(x)

= cap K,

the last identity by (6.18), with L replaced by K ∪ L. Hence

cap K + cap L =

∫ [
UK(x) + UL(x)

]
dµK∪L(x),

so the estimate (6.23) implies (6.24).

Note that even if K and L are disjoint, typically there is inequality in
(6.23), hence in (6.24). In fact, if K and L are disjoint compact sets,

(6.26)

(cap K) + (cap L) = cap(K ∪ L) + R,

R =

∫

L

UK(x) dµK∪L(x) +

∫

K

UL(x) dµK∪L(x),

the quantity R being > 0 unless either cap K = 0 or cap L = 0. Unlike
measures, the capacity is not an additive set function on disjoint compact
sets.

We began this section with the statement that the capacity of K is closely
related to the probability of a Brownian path hitting K. We have directly
tied UK(x) to this probability, via (6.6). We now provide a two-sided
estimate on UK(x) in terms of cap K.
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Proposition 6.6. Let δ(x) = sup {|x − y| : y ∈ K}, and let d(x) denote
the distance of x ∈ Rn from K. Then

(6.27)
Cn

δ(x)n−2

(
cap K

)
≤ UK(x) ≤ Cn

d(x)n−2

(
cap K

)
.

Proof. The formula UK(x) = Cn

∫
|x− y|−(n−2)dµK(y) represents UK(x)

as Cn(cap K) times a weighted average of |x − y|−(n−2) over K. Now, for
y ∈ K, d(x) ≤ |x − y| ≤ δ(x), so (6.27) follows.

We want to compare this with the probability that a Brownian path hits
∂K in the interval [0, t]. It t is large, we know that |ω(t)| is probably large,
given that n ≥ 3, and hence ω(s) probably will not hit K for any s > t.
Thus we expect this probability (which is equal to U t

K(x)) to be close to
UK(x). We derive a quantitative estimate as follows. Since 1 − U t

K(x) =
et∆O1(x), we have, for s ≥ 0,

(6.28) U t+s
K (x) − U t

K(x) = et∆O1(x) − e(t+s)∆O1(x) = et∆OUs
K(x),

and taking s ր ∞, we get

(6.29) UK(x) − U t
K(x) = et∆OUK(x).

Hence, if we denote the heat kernel on O = Rn \K by pO(t, x, y), and that
on Rn by p(t, x − y), as in (1.5),

(6.30)

UK(x) − U t
K(x)

=

∫
pO(t, x, y)UK(y) dy ≤

∫
p(t, x − y)UK(y) dy

= Cn

∫∫
p(t, x − y)

|y − z|n−2
dy dµK(z) ≤ (cap K)σK(t, x),

where

(6.31) σK(t, x) = Cn sup
z∈K

∫
p(t, x − y)

|y − z|n−2
dy = sup

z∈K

∫ ∞

t

p(s, x − z) ds,

the last integral being another way of writing et∆(−∆)−1δ(x − z) when
n ≥ 3. An upper bound on σK(t, x) is

∫ ∞
t

(4πs)−n/2 ds, so we have

(6.32) 0 ≤ UK(x) − U t
K(x) ≤ 2

n − 2

(
4π

)−n/2
t−n/2+1

(
cap K

)
.

There is an interesting estimate on the smallest eigenvalue of −∆ on the
complement of a compact set K, in terms of cap K, which we now describe.
Let Q = {x ∈ Rn : 0 ≤ xj ≤ 1} be the closed unit cube in Rn, and let
K ⊂ Q be compact. We consider the boundary condition on functions on
Q \ K:

(6.33) u = 0 on ∂K,
∂u

∂ν
= 0 on ∂Q \ ∂K.
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To define this precisely, let H1(Q,K) denote the closure in H1(Q) of
the set of functions in C∞(Q) vanishing on a neighborhood of K. Then
the quadratic form (du, dv)L2 restricted to H1(Q,K) × H1(Q,K) defines
an unbounded, self-adjoint operator L, which we denote −∆Q,K , with
D(L1/2) = H1(Q,K) ⊂ H1(Q). Hence −∆Q,K has compact resolvent
and thus a discrete spectrum. Let λ0(K) be its smallest eigenvalue.

Proposition 6.7. The smallest eigenvalue λ0(K) of −∆ on Q \ K, with
boundary condition (6.33), satisfies the estimate

(6.34) λ0(K) ≥ γn cap K,

for some γn > 0.

Proof. Let pQ,K(t, x, y) denote the heat kernel of ∆Q,K . With O = Rn\K,
let pO(t, x, y) denote the heat kernel of ∆ on O, with Dirichlet boundary
condition, as in (6.30). We claim that

(6.35)

∫

Q

pQ,K(t, x, y) dy ≤
∫

Rn

pO(t, x, y) dy, x ∈ Q.

To see this, define K̃ by the method of images, so in each unit cube with
integer vertices we have a reflected image of K, and, with Õ = Rn \ K̃,

(6.36) pQ,K(t, x, y) =
∑

j

p
eO(t, x,Rjy), x, y ∈ Q,

where the transformations Rj are appropriate reflections. Then (6.35) fol-
lows from the obvious pointwise estimate p

eO(t, x, y) ≤ pO(t, x, y). Now, if
we set

(6.37) M(t) = sup
x∈Q

∫

Rn

pO(t, x, y) dy,

it follows that

(6.38) sup
x

∫

Q

pQ,K(t, x, y) dy ≤ M(t), sup
y

∫

Q

pQ,K(t, x, y) dx ≤ M(t),

the latter by symmetry. It is well known that the operator norm of et∆Q,K

is bounded by the quantities (6.38). (See Proposition 5.1 in Appendix A.)
Thus

(6.39) ‖et∆Q,K‖ ≤ M(t).

To relate this to capacity, note that

(6.40) M(t) = sup
x∈Q

(
1 − U t

K(x)
)
.
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Now, applying the first estimate of (6.27), in concert with the estimate
(6.32), we have

(6.41) M(t) ≤ 1 − Cnn−n/2+1
(
cap K

)
+

2

n − 2
(4π)−n/2t−n/2+1

(
cap K

)
.

In particular, there exists a finite T = Tn and κ > 0 such that

(6.42) M(T ) ≤ 1 − κ(cap K) ≤ e−κ cap K .

Since this is an upper bound on ‖eT∆Q,K‖, we have λ0(K) ≥ (κ/T ) cap K,
proving (6.34).

As an application of this, we establish the following result of Molchanov
on a class of Dirichlet problems with compact resolvent.

Proposition 6.8. Let Ω be an unbounded, open subset of Rn, with com-
plement S. Suppose that there exists ψ(a) ր ∞ as a ց 0, such that, for
each a ∈ (0, 1], if Rn is tiled by cubes Qaj of edge a, we have

(6.43) cap(Qaj ∩ S) ≥ ψ(a)a2(n−2),

for all but finitely many j. Then the Laplace operator ∆ on Ω, with
Dirichlet boundary condition, has compact resolvent.

Proof. By scaling Qaj to a unit cube, we see that if (6.43) holds, then −∆
on Qaj\S, with Dirichlet boundary condition on ∂S, Neumann on ∂Qaj\S,
has smallest eigenvalue ≥ γn(cap Qaj ∩ S)a−2(n−2), which, by hypothesis
(6.43) is ≥ γnψ(a) for all but finitely many j. The variational characteriza-
tion of the spectrum implies that the spectral subspace of L2(Ω) on which
−∆ has spectrum in [0, γnψ(a)] is finite-dimensional, for each a > 0, and
this implies that ∆ has compact resolvent.

In our continued study of which boundary points of a region Ω are regu-
lar, it will be useful to have the following variant of Proposition 6.6. Here,
Br is the ball of radius r centered at the origin in Rn; see Fig. 6.1.

Proposition 6.9. Let K be a compact subset of the ball B1. Let VK(x)
denote the probability that a Brownian path, starting at x ∈ Rn, hits K
before hitting the shell ∂B4 = {x : |x| = 4}. Then there is a constant
γ̃n > 0 such that

(6.44) x ∈ B1 =⇒ VK(x) ≥ γ̃n

(
cap K

)
.

Proof. Note that, by (5.20), VK is also defined by

(6.45) ∆VK = 0 on B4 \ K, VK = 1 on K, VK = 0 on ∂B4.



44 11. Brownian Motion and Potential Theory

Figure 6.1

We will compare VK(x) with UK(x). By (6.27), we have

(6.46) x ∈ B1 =⇒ UK(x) ≥ 2−(n−2)Cn

(
cap K

)

and

(6.47) x ∈ ∂B4 =⇒ UK(x) ≤ 3−(n−2)Cn

(
cap K

)
.

By (6.47) and the maximum principle, we have, for x ∈ B4 \ K,

(6.48) VK(x) ≥ UK(x) − q(K)

1 − q(K)
, q(K) = 3−(n−2)Cn

(
cap K

)
.

Now Cn(cap K) ≤ Cn(cap B1) = 1 (compare with Exercise 1 at the end of
this section), so using (6.46) we readily obtain (6.44), with

(6.49) γ̃n =
(
1 − 3−(n−2)

)−1 (
2−(n−2) − 3−(n−2)

)
Cn.

In particular, γ̃3 = C3/4 = π.

Of course, since VK(x) ≤ UK(x), we also have

(6.50) x ∈ B4, dist(x,K) ≥ ρ =⇒ VK(x) ≤ Cnρ−(n−2)
(
cap K

)
.

This upper bound is valid for K ⊂ B4; we don’t need K ⊂ B1.
Now suppose y ∈ K is the center of concentric balls Bj , of radius 2−jr,

where r > 0 is fixed, 0 ≤ j ≤ ν. See Fig. 6.2. Pick x ∈ Bν . We want to
estimate the probability that a Brownian path starting at x will exit B0

before hitting K. Let’s call the probability pmiss(x,K). Using Proposition
6.9 and scaling, we see that, given x ∈ Bj , the probability that it hits

∂Bj−2 before hitting K ∩ Bj is ≤ 1 − γ̃nr
−(n−2)
j · cap(K ∩ Bj), where

rj = 2−jr. Using the independence of this event and of the event that,
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Figure 6.2

given x ∈ ∂Bj−2, the path will hit ∂Bj−4 before hitting K ∩ Bj−2, which
follows from the strong Markov property, we have an upper bound

(6.51) pmiss(x,K) ≤
∏

j∈Sν

(
1 − γ̃nr−(n−2)2(n−2)j · cap

(
K ∩ Bj

))
,

where Sν = {j : 0 ≤ j ≤ ν, j = ν mod 2}. A similar argument dominates
pmiss(x,K) by a product over {1, . . . ν} \ Sν , so

(6.52) pmiss(x,K)2 ≤
ν∏

j=0

(
1 − γ̃nr−(n−2)2(n−2)j · cap

(
K ∩ Bj

))
.

Note that, as ν → ∞, the right side of (6.52) tends to zero, precisely when
the sum

(6.53)

∞∑

j=0

2(n−2)j · cap
(
K ∩ Bj

)

is infinite. We are now ready to state the Wiener criterion for regular
points.

Proposition 6.10. Let Ω be a bounded, open set in Rn, and let y ∈ ∂Ω. If
Ω is inside a ball B̃, set K = B̃\Ω. Then y is a regular point for Ω if and only
if the infinite series (6.53) is divergent, where Bj = {x ∈ Rn : |x−y| ≤ 2−j}.

Proof. First suppose (6.53) is divergent. Fix f ∈ C(∂Ω), and look at

(6.54) u(x) = PI f(x) = Ex

(
f
(
ω(hK)

))
.
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Given ε > 0, fix r > 0 so that f varies by less than ε on {z ∈ ∂Ω : |z− y| ≤
r}. By (6.52), if δ > 0 is small enough and |x−y| ≤ δ, then the probability
that a Brownian path ω(t), starting at x, crosses ∂B0 = {z : |z − y| = r}
before hitting K is < ε. Consequently,

(6.55) |x − y| ≤ δ =⇒
∣∣∣Ex

(
f
(
ω(hK)

))
− f(y)

∣∣∣ ≤ ε + ε · sup |f |.

This shows that PI f(x) → f(y) as x → y, for any f ∈ C(∂Ω), so y is
regular.

For the converse, if (6.53) converges, we claim there is a J < ∞ such
that there exist points in Ω ∩BJ , arbitrarily close to y, which are starting
points of Brownian paths whose probability of hitting K before exiting BJ

is ≤ 1/2.
Consider the shells Aj = {x : 2−j−1 ≤ |x − y| ≤ 2−j}; Bj =

⋃
ℓ≥j Aℓ.

We will estimate the probability that a point picked at random in Aℓ is
the starting point of a Brownian path that hits K before exiting BJ , where
ℓ is chosen > J . Since we are assuming n ≥ 3, by the analysis behind
nonrecurrence in Exercises 7–10 of §3, the probability that a path starting
in Aℓ ever hits Bℓ+3 is ≤ 1/4. Thus if we alter K to Kℓ = K \ Bℓ+3, the
probability that a Brownian path starting in Aℓ hits Kℓ before ∂BJ is not
decreased by more than 1/4. We aim to show that this new probability is
≤ 1/4 if J is chosen large enough.

Now there is no further decrease in probability that the path hits Kℓ

before ∂BJ if we instead have it start at a random point in Bℓ+5, since
almost all such paths will pass into Aℓ, in a uniformly distributed fashion
through its inner boundary. So we deal with the modified problem of
estimating the probability p̃ that a Brownian path, starting at a random
point in Bℓ+5, hits Kℓ = K \ Bℓ+3 before exiting BJ .

We partition the set {j : J ≤ j ≤ ℓ + 3} into two sets, where j is even or
odd; call these subsets J0 and J1, respectively. Then form

(6.56) A0 =
⋃

j∈J0

Aj , A1 =
⋃

j∈J1

Aj .

We estimate the probability pµ that a path starting in Bℓ+5 hits Kℓ ∩ Aµ

before hitting ∂BJ . We have

(6.57) pµ(x) ≤
∑

j∈Jµ

pµj ,

where pµj is the probability that, given |x − y| = (3/4) · 2−j−1 (i.e., x is
on a shell Sj+1 halfway between the two boundary components of Aj+1),
then a path starting at x hits K ∩Aj before hitting Sj−1. By (6.50) and a
dilation argument, we have an estimate of the form

(6.58) pµj ≤ γ′
n2(n−2)j cap(K ∩ Aj).
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Thus the probability p̃ that we want to estimate satisfies

(6.59) p̃ ≤ γ′
n

ℓ+3∑

j=J

2(n−2)j cap(K ∩ Aj).

Of course, cap(K∩Aj) ≤ cap(K∩Bj), so if (6.53) is assumed to converge,
we can pick J sufficiently large that the right side of (6.59) is guaranteed
to be ≤ 1/4.

From here it is easy to pick f ∈ C(∂Ω) such that f(y) = 1 but (6.54)
does not converge to 1 as x → y. This completes the proof of Proposition
6.10 and also shows that the hypothesis of convergence or divergence of
(6.53) can be replaced by such a hypothesis on

(6.60)

∞∑

j=0

2(n−2)j · cap
(
K ∩ Aj

)
.

We can extend capacity to arbitrary sets S ⊂ Rn. The inner capacity

cap−(S) is defined by

(6.61) cap−(S) = sup {cap K : K compact,K ⊂ S}.
Clearly, cap−(K) = cap K for compact K. If U ⊂ Rn is open, we also set
cap U = cap−(U). Now the outer capacity cap+(S) is defined by

(6.62) cap+(S) = inf {cap U : U open, S ⊂ U}.
It is easy to see that cap+(S) ≥ cap−(S) for all S. If cap+(S) = cap−(S),
then S is said to be capacitable, and the common quantity is denoted cap S.
The analysis leading to (6.16) shows that every compact set is capacitable;
also, by definition, every open set is capacitable. G. Choquet proved that
every Borel set is capacitable; in fact, his capacitability theorem extends
to a more general class of sets, known as Souslin sets. We refer to [Mey]
for a detailed presentation of this result.

The outer capacity can be shown to satisfy the property that, for any
increasing sequence of sets Sj ⊂ Rn,

Sj ր S =⇒ cap+(Sj) ր cap+(S).

We establish a useful special case of this.

Proposition 6.11. If Uj and U are open and Uj ր U , then

cap Uj ր cap U.

Proof. Given ε > 0, pick a compact K ⊂ U such that cap K ≥ cap U−ε.
Then K ⊂ Uj for large j, so cap Uj ≥ cap U − ε for large j.

We next present a result, due to M. Brelot, to the effect that the set of
irregular boundary points of a given bounded, open set is rather small.
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Proposition 6.12. If Ω ⊂ Rn is open and bounded, the set I of irregular
boundary points in ∂Ω has inner capacity zero.

Proof. The claim is that if K ⊂ I is compact, then cap K = 0. By
subadditivity, it suffices to show the following: Given y ∈ ∂Ω, there is a
neighborhood B of y in Rn such that any compact K ⊂ I ∩B has capacity
zero.

We prove the result in the case that Ω is connected. Let L = B \Ω, and
consider the capacitary potential UL(x). In this case, Rn \ L is connected.
The function 1 − UL(x) is a weak barrier at any z ∈ L ∩ ∂Ω with the
property that UL(x) → 1 as x → z, x ∈ Rn \ L. Thus it suffices to show
that the set J = {z ∈ L : UL(z) < 1} has inner capacity zero.

Let K ⊂ J be compact. We know that UK(x) ≤ UL(x) for all x ∈ Rn.
Thus UK(x) < 1 on K. Now, by (6.15), UK(x) = 1 for µK-almost all x,
so we conclude that µK = 0, hence cap K = 0. This completes the proof
when Ω is connected.

The general case can be done as follows. If Ω is not connected, it has at
most countably many connected components. One can connect the various
components via little tubes whose total (inner) capacity can be arranged,
via Proposition 6.11, to be arbitrarily small, say < ε. Then the set of
irregular points is decreased by a set of inner capacity < ε. The reader is
invited to supply the details.

As noted in Proposition 5.5, the set of irregular points of ∂Ω can be
characterized as the set of points of discontinuity of a function E, defined
on Ω to be −∆−11(x) for x ∈ Ω and to be 0 on ∂Ω. Such a set of points
of discontinuity is a Borel subset of Ω, in fact an Fσδ-set. Thus the ca-
pacitability theorem applies: If Ω ⊂ Rn is a bounded open set, the set of
irregular points of ∂Ω has capacity zero. This sharpening of Proposition
6.12 was first established by H. Cartan.

As we stated at the beginning of this section, we have been working
under the assumption that n ≥ 3. Two phenomena that we have exploited
fail when n = 2. One is that ∆ has a fundamental solution ≤ 0 on all of
Rn. The other is that Brownian motion is nonrecurrent. (Of course, these
two phenomena are related.) There is a theory of logarithmic capacity of
planar sets. One way to approach things is to consider capacities only of
subsets of some fixed disk, of large radius R, and use the Laplace operator
on this disk, with the Dirichlet boundary condition. Then one looks at
Brownian paths only up to the first exit time from this disk. The results
of this section extend. In particular, the Wiener criterion for n = 2 is the
convergence or divergence of

(6.63)

∞∑

j=1

j · cap
(
K ∩ Aj

)
.



Exercises 49

Exercises

1. If K ⊂ Rn is compact, show that

lim
|x|→∞

|x|n−2UK(x) = Cn cap K.

If K = Ba is a ball of radius a, show that cap Ba = an−2/Cn.
Show generally that if a > 0 and Ka = {ax : x ∈ K}, then cap Ka =
an−2 cap K.

2. Show that cap K = cap ∂K. Show that the identity cap ∂Ba = an−2/Cn

follows from (6.27), with x the center of Ba.
3. Let Car be the union of two balls of radius a, with centers separated by a

distance r. Show that

cap Car ր 2 cap Ba, as r → ∞.

Estimate the rate of convergence.
4. The task here is to estimate the capacity of a cylinder in Rn, of height b and

radius a. Suppose C(a, b) = {x ∈ Rn : 0 ≤ xn ≤ b, x2
1 + · · · + x2

n−1 ≤ a2}.
Show that there are positive constants αn and βn such that

cap C(a, 1) ∼ αnan−3, a → 0, n ≥ 4,

cap C(a, 1) ∼ βnan−2, a → ∞, n ≥ 3.

Derive an appropriate result for n = 3, a → 0.
5. Let ν be a positive measure supported on a compact set K ⊂ Rn, such that

Uν(x) = −∆−1ν(x) = Cn

Z
dν(x)

|x − y|n−2
≤ 1.

Show that Uν(x) ≤ UK(x) for all x ∈ Rn. Taking the limit as |x| → ∞,
deduce from the asymptotic behavior of Uν(x) and UK(x) (as in Exercise 1)
that

R
dν(x) ≤ cap K.

6. Show that, for compact K ⊂ Rn,

(6.64) cap K = inf

Z
|∇f(x)|2 dx : f ∈ C∞

0 (Rn), f = 1 on nbd of K

ff
.

(Hint: Show that a minimizing sequence fj approaches UK .)
Show that the condition f = 1 on a neighborhood of K can be replaced by
f ≥ 1 on K. Show that if f ∈ C1

0 (Rn), λ > 0,

(6.65) cap
“
{x ∈ R

n : |f(x)| ≥ λ}
”
≤ λ−2‖∇f‖2

L2 .

7. Show that, for compact K ⊂ Rn,

(6.66)
1

cap K
= inf


Cn

ZZ
dλ(x) dλ(y)

|x − y|n−2
: λ ∈ P+

K

ff
,

where P+
K denotes the space of probability measures supported on K.

(Hint: Consider the sesquilinear form

γ(µ, λ) = Cn

ZZ
|x − y|−n+2 dµ(x) dλ(y) = −(∆−1µ, λ)
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as a (positive-definite) inner product on the Hilbert space H−1
K (Rn) = {u ∈

H−1(Rn) : supp u ⊂ K}. Thus

|γ(µ, λ)| ≤ γ(µ, µ)1/2 γ(λ, λ)1/2.

Take µ = (cap K)−1µK ∈ P+
K , where µK is the measure in (6.8)–(6.10).

Show that (at least, when ∂K is smooth),

λ ∈ P+
K ∩ H−1

K (Rn) =⇒ γ(µ, λ) =
1

cap K

Z
UK(y) dλ(y) =

1

cap K
,

and conclude that γ(λ, λ) ≥ 1/(cap K). Then use some limiting arguments.)
8. If K ⊂ R3 is compact, relate cap K to the zero frequency limit of the scat-

tering amplitude, defined in Chapter 9, §1.
9. Try to establish directly the equivalence between the regularity criteria given

by Propositions 5.5 and 6.10.
10. In Chapter 5, §5, a compact set K ⊂ Rn was called “negligible” provided

there is no nonzero u ∈ H−1(Rn) supported on K. Show that if K is negli-
gible, then cap K = 0. Try to prove the converse.

11. Sharpen the subadditivity result (6.24) to

cap(K ∪ L) + cap(K ∩ L) ≤ (cap K) + (cap L),

for compact sets K and L. This property is called “strong subadditivity.”
(Hint: By (6.6), UK(x) = Wx(SK), where SK = {ω : hK(ω) < ∞}. Show
that SK∪L = SK ∪ SL and SK∩L = SK ∩ SL, and deduce that

UK∪L(x) + UK∩L(x) ≤ UK(x) + UL(x).

Extending the reasoning used in the proof of Proposition 6.5, deduce that

cap K + cap L =

Z »
UK(x) + UL(x)

–
dµK∪L(x)

≥
Z »

UK∪L(x) + UK∩L(x)

–
dµK∪L(x)

= cap(K ∪ L) + cap(K ∩ L).)

7. Stochastic integrals

We will motivate the introduction of the stochastic integral by modifying
the Feynman-Kac formula, to produce a formula for the solution operator
et(∆+X) to

(7.1)
∂u

∂t
= ∆u + Xu, u(0) = f ; Xu =

∑
Xj(x)

∂u

∂xj
.

As in (2.2), we use the Trotter product formula to write

(7.2) et(∆+X)f = lim
k→∞

(
e(t/k)Xe(t/k)∆

)k

f.

If we assume that each coefficient Xj of the vector field X is bounded
and uniformly Lipschitz, then Proposition A.2 applies to (7.2), given f ∈
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Lp(Rn), 1 ≤ p < ∞, or f ∈ Co(R
n), in view of Proposition 9.13 in Ap-

pendix A. Now, for any k,
(
e(t/k)Xe(t/k)∆

)k
f can be expressed as a k-fold

integral:

(7.3)

(
e(t/k)Xe(t/k)∆

)k

f(x)

=

∫
· · ·

∫
f
(
xk

)
p
( t

k
, xk − xk−1 −

t

k
ξk−1

)

· · · p
( t

k
, x2 − x1 −

t

k
ξ1

)
p
( t

k
, x1 − x − t

k
ξ0

)
dx1 · · · dxk,

where (with x0 = x)

(7.4) ξj = X(xj) + rj , rj = O(k−1).

Now we can write

(7.5) p
( t

k
, xj+1 − xj −

t

k
ξj

)
= p

( t

k
, xj+1 − xj

)
eξj ·(xj+1−xj)/2−(t/k)|ξj |2/4.

Consequently, parallel to (2.4),

(7.6)
(
e(t/k)Xe(t/k)∆

)k

f(x) = Ex(ϕk),

where

(7.7) ϕk(ω) = f
(
ω(t)

)
eAk(ω)−Bk(ω),

with

(7.8)

Ak(ω) =
1

2

k−1∑

j=0

[
X

(
ω
( j

k
t
))

+ rj

]
·
[
ω
(j + 1

k
t
)
− ω

( j

k
t
)]

Bk(ω) =
1

4

t

k

k−1∑

j=0

[
X

(
ω
( j

k
t
))

+ rj

]2

.

Thus we expect to establish a formula of the form

(7.9) et(∆+X)f(x) = Ex

(
f
(
ω(t)

)
eA(t,ω)−B(t,ω)

)
,

where

(7.10) B(t, ω) =
1

4

∫ t

0

X
(
ω(s)

)2
ds,

and

(7.11) A(t, ω) =
1

2
lim

k→∞

k−1∑

j=0

X
(
ω
( j

k
t
))

·
[
ω
(j + 1

k
t
)
− ω

( j

k
t
)]

.

In (7.10), X(ω)2 denotes
∑

Xj(ω)2. If the coefficients Xj are real-valued,
this is equal to |X(ω)|2.
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Certainly Bk(ω) → B(t, ω) nicely for all ω ∈ P0. The limit we now need
to investigate is (7.11), which we would like to write as

(7.12) A(t, ω) =
1

2

∫ t

0

X
(
ω(s)

)
· dω(s).

However, ω(s) has unbounded variation for Wx-almost all ω, so there re-
mains some analysis to be done on this object, which is a prime example
of a stochastic integral.

We aim to make sense out of stochastic integrals of the form

(7.13)

∫ t

0

g
(
s, ω(s)

)
· dω(s),

beginning with

(7.14)

∫ t

0

g(s) · dω(s) = lim
k→∞

k−1∑

j=0

g
( j

k
t
)
·
[
ω
(j + 1

k
t
)
− ω

( j

k
t
)]

.

This is readily seen to be well defined in L2(P0, dWx), in view of the fact
that the terms θj(ω) = ω

(
(j + 1)t/k

)
− ω

(
jt/k

)
satisfy

(7.15) ‖θj‖2
L2(P0,dWx) = 2

t

k
, (θj , θℓ)L2(P0,dWx) = 0, for j 6= ℓ,

the first by (1.38). Thus

(7.16)
∥∥∥

k−1∑

j=0

g
( j

k
t
)[

ω
(j + 1

k
t
)
− ω

( j

k
t
)]∥∥∥

2

L2(P0,dWx)
= 2

k−1∑

j=0

t

k

∣∣g
( j

k
t
)∣∣2.

For continuous g, this is a Riemann sum approximating
∫ t

0
|g(s)|2 ds, as

k → ∞. Thus we obtain the following:

Proposition 7.1. Given g ∈ C
(
[0, t]

)
, the right side of (7.14) converges

in L2(P0, dWx). The resulting correspondence

g 7→
∫ t

0

g(s) dω(s)

extends uniquely to
√

2 times an isometry of L2
(
[0, t], dt

)
into L2(P0, dWx).

We next consider

(7.17) Sk(ω) =

k−1∑

j=0

g
(
tj , ω(tj)

)
·
[
ω(tj+1) − ω(tj)

]
=

k−1∑

j=0

gj(ω) · θj(ω),

where θj(ω) = ω(tj+1) − ω(tj), tj = (j/k)t. Following [Si], Chapter V, we
compute

(7.18) ‖Sk‖2
L2(P0,dWx) =

∑

j,ℓ

Ex

(
gj(ω)θj(ω)gℓ(ω)θℓ(ω)

)
.
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If ℓ > j, θℓ(ω) = ω(tℓ+1) − ω(tℓ) is independent of the other factors in
parentheses on the right side of (7.18), so the expectation of the product
is equal to Ex(gjθjgℓ)Ex(θℓ) = 0 since Ex(θℓ) = 0. Similarly the terms in
the sum in (7.18) vanish when ℓ < j, so

(7.19)

‖Sk‖2
L2(P0,dWx) =

∑

j

Ex

(
|gj(ω)|2

)
Ex

(
|θj |2

)

= 2
∑

j

Ex

(
|g(tj , ω(tj))|2

)
(tj+1 − tj).

If g and ω are continuous, this is a Riemann sum approximating the integral
2
∫ t

0
Ex

(
|g(s, ω(s))|2

)
ds, and we readily obtain the following result.

Proposition 7.2. Given g ∈ BC
(
[0, t] × Rn

)
, the expression (7.17) con-

verges as k → ∞, in L2(P0, dWx), to a limit we denote by (7.13). Further-
more, the map

g 7→
∫ t

0

g
(
s, ω(s)

)
· dω(s)

is
√

2 times an isometry into L2(P0, dWx), when g has the square norm

(7.20) Qx(g) =

∫ t

0

Ex

(∣∣g
(
s, ω(s)

)∣∣2
)

ds.

Note that Qx(g) =
∫ t

0

∫
Rn |g(s, y)|2 p(s, x−y) dy ds. In case g = g(ω(s)),

we have Qx(g) given as the square of a weighted L2-norm:

(7.21) Qx(g) =

∫

Rn

|g(y)|2 rt(x − y) dy = Rt(D)|g|2(x),

where

(7.22) Rt(D) = ∆−1(et∆ − I), rt(x) = Rt(D)δ(x).

We see that Rt(D) ∈ OPS−2(Rn). The convolution kernel rt(x) is smooth
on Rn \ 0 and rapidly decreasing as |x| → ∞. More precisely, one easily
verifies that

(7.23) rt(x) ≤ C(n, t)|x|−2e−|x|2/4t, for |x| ≥ 1

2
,

and

(7.24) rt(x) ≤ C(n, t)|x|2−n, for |x| ≤ 1

2
, n ≥ 3,

with |x|2−n replaced by log 1/|x| for n = 2 and by 1 for n = 1. Of course,
rt(x) > 0 for all t > 0, x ∈ Rn \ 0.
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In particular, the integral in (7.21) is absolutely convergent and Qx(g)
is a continuous function of x provided
(7.25)

g ∈ Lp
loc(R

n), for some p > n, and g ∈ L2
(
Rn, 〈x〉−2e−|x|2/4t dx

)
.

Proposition 7.2 is adequate to treat the case where the coefficients Xj are
in BC(Rn) and purely imaginary. Since Ak(ω) → A(t, ω) in L2(P0, dWx),

(7.26) eAk(ω) −→ eA(t,ω) in measure,

and boundedly, since the terms in (7.26) all have absolute value 1. Then
convergence of (7.6) follows from the dominated convergence theorem. In
such a case, X(ω)2 in (7.10) is equal to −|X(ω)|2. We have the following.

Proposition 7.3. If X = iY is a vector field on Rn with coefficients that
are bounded, continuous, and purely imaginary, then
(7.27)

et(∆+iY )f(x) = Ex

(
f
(
ω(t)

)
e(i/2)

R t
0

Y (ω(s))·dω(s)+(1/4)
R t
0
|Y (ω(s))|2 ds

)
.

One final ingredient is required to prove Proposition 7.3, since in this
case etX is not a semigroup of bounded operators, so we cannot apply
Proposition A.2. However, we can apply Proposition A.3, with

S(t)f(x) =

∫
f(y)p

(
t, y − x − tX(x)

)
dy.

If X = iY is purely imaginary, then, parallel to (7.5), we have

p
(
t, y − x − itY (x)

)
= p(t, y − x)eiY (x)·(y−x)/2+t|Y (x)|2/4.

If V is bounded and continuous, a simple modification of the analysis
above, combining techniques of §2, yields

(7.28) et(∆+X−V )f(x) = Ex

(
f
(
ω(t)

)
eA(t,ω)/2−B(t,ω)/4−

R t
0

V (ω(s)) ds
)

when X is purely imaginary. For another interpretation of this, consider

(7.29)

H =
∑

j

(
−i

∂

∂xj
− Aj(x)

)2

+ V

= −
∑

j

( ∂2

∂x2
j

− 2iAj
∂

∂xj
− i

∂Aj

∂xj
− A2

j

)
+ V.
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Assume each Aj is real-valued, and Aj , ∂Aj/∂xj ∈ BC(Rn). Then

(7.30)

e−tHf(x) = Ex

(
f
(
ω(t)

)
eS(t,ω)

)
,

S(t, ω) = i

∫ t

0

A
(
ω(s)

)
· dω(s)

− i

∫ t

0

(
div A

)(
ω(s)

)
ds −

∫ t

0

V
(
ω(s)

)
ds.

Compare with the derivation in [Si], Chapter V.
If the coefficients of X are not assumed to be purely imaginary, we need

some more estimates. More generally, we will derive further estimates on
the approximants Sk(ω) to

∫ t

0
g(s, ω(s)) · dω(s), defined by (7.17).

Lemma 7.4. If g is bounded and continuous, then

(7.31) Ex

(
eSk

)
≤ etγ2

, γ = ‖g‖L∞ ,

and

(7.32) Ex

(
eλ|Sk|) ≤ 2etλ2γ2

.

Proof. The left side of (7.31) is

(7.33)

Ex

(
eg0θ0 · · · egk−1θk−1

)
=

∞∑

ν=0

1

ν!
Ex

(
eg0θ0 · · · egk−2θk−2gν

k−1θ
ν
k−1

)

≤
∞∑

ν=0

γν

ν!
Ex

(
eg0θ0 · · · egk−2θk−2

)
Ex

(
θν

k−1

)

= Ex

(
eg0θ0 · · · egk−2θk−2

)
Ex

(
eγθk−1

)
,

by independence arguments such as used in the analysis of (7.18). Note that
the sums over ν above have terms that vanish for odd ν. Now Ex(eγθj ) =
e(tj+1−tj)γ

2

. An inductive argument leads to (7.31), and (7.32) follows from
this plus e|u| ≤ eu + e−u.

We next estimate the L2(P0, dWx)-norm of S2k − Sk. Another calcula-
tion, parallel to (7.18)–(7.19), yields

(7.34)

‖S2k − Sk‖2
L2(P0,dWx)

=
∑

j

Ex

(∣∣g
(
tj+1/2, ω(tj+1/2)

)
− g

(
tj , ω(tj)

)∣∣2
)
(tj+1 − tj+1/2),

where tj = jt/k as in (7.17), and tj+1/2 = (j + 1/2)t/k. If we assume a
Lipschitz condition on g, we obtain the following estimate.
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Lemma 7.5. Assume that

(7.35) |g(t, x) − g(s, y)|2 ≤ C0|t − s|2 + C1|x − y|2.
Then

(7.36) ‖S2k − Sk‖2
L2(P0,dWx) ≤ C0

t2

k2
+ 2C1

t

k
.

Proof. This follows from (7.34) plus Ex

(
|ω(t) − ω(s)|2

)
= 2|t − s|.

We can now make an estimate directly relevant to the limiting behavior
of (7.7).

Lemma 7.6. Given the bound ‖g‖L∞ ≤ γ, we have

(7.37) ‖eS2k − eSk‖L1(P0,dWx) ≤
√

2‖S2k − Sk‖L2(P0,dWx)e
32tγ2

.

Proof. Using eu − ev = (u− v)Φ(u, v), with |Φ(u, v)| ≤ e2|u|+2|v|, we have

(7.38) ‖eS2k − eSk‖L1(P0) ≤ ‖S2k − Sk‖L2(P0) · ‖e4|S2k|+4|Sk|‖1/2
L1(P0)

;

and the estimate (7.32), plus 2eu+v ≤ e2u + e2v, then yields (7.37).

With these estimates, we can pass to the limit in (7.6)–(7.7), obtaining
the following result.

Proposition 7.7. If X is a real vector field on Rn whose coefficients are
bounded and uniformly Lipschitz, and if f ∈ C∞

0 (Rn), then
(7.39)

et(∆+X)f(x) = Ex

(
f
(
ω(t)

)
e(1/2)

R t
0

X(ω(s))·dω(s)−(1/4)
R t
0
|X(ω(s))|2 ds

)
.

Now that the identity (7.39) is established for X and f such as described
above, one can use limiting arguments to extend the identity to more gen-
eral cases. Such extensions are left to the reader.

We now evaluate the stochastic integral
∫ t

0
ω(s) dω(s) in the case of one-

dimensional Brownian motion. One might anticipate that it should be
ω(t)2/2 − ω(0)2/2. However, guesses based on what should happen if ω
had bounded variation can be misleading, and the truth is a little stranger.
Let us begin with

(7.40)

ω(t)2 − ω(0)2 =

k−1∑

j=0

[
ω(tj+1)

2 − ω(tj)
2
]

=
∑

j

[
ω(tj+1) + ω(tj)

]
·
[
ω(tj+1) − ω(tj)

]
,
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where tj = (j/k)t, as in (7.17). We also use θj(ω) = ω(tj+1)−ω(tj) below.
Recalling that

∫ t

0
ω(s) dω(s) is the limit of

∑
ω(tj)[ω(tj+1) − ω(tj)], we

write (7.40) as

(7.41) ω(t)2 − ω(0)2 = 2

k−1∑

j=0

ω(tj)θj(ω) +

k−1∑

j=0

θj(ω)2.

The next result is the key to the computation.

Lemma 7.8. Given t > 0,

(7.42) Θk(ω) =

k−1∑

j=0

[
ω
(j + 1

k
t
)
− ω

( j

k
t
)]2

−→ 2t in L2(P0, dWx),

as k → ∞.

Proof. We have

(7.43)

Ex

(
|Θk − 2t|2

)
= Ex

(∣∣∣
∑

j

[
θj(ω)2 − 2

t

k

]∣∣∣
2)

=
∑

j

Ex

([
θj(ω)2 − 2

t

k

]2)
,

the last identity by independence of the different θj . Now we know that
Ex(θ2

j ) = 2t/k; furthermore, generally Ex

(
[F − Ex(F )]2

)
≤ Ex(F 2), so it

follows that

(7.44) Ex

(
|Θk − t|2

)
≤

∑

j

Ex(θ4
j ) = 12

t2

k
.

This proves the lemma.

Thus, as k → ∞, the right side of (7.41) converges in L2(P0, dWx) to∫ t

0
ω(s) dω(s) + t. This gives the identity

(7.45)

∫ t

0

ω(s) dω(s) =
1

2

[
ω(t)2 − ω(0)2 − 2t

]
,

for Wx-almost all ω.
More generally, for sufficiently smooth f , we can write

(7.46) f
(
ω(t)

)
− f

(
ω(0)

)
=

k−1∑

j=0

[
f
(
ω(tj+1)

)
− f

(
ω(tj)

)]

and use the expansion

(7.47)
f
(
ω(tj+1)

)
− f

(
ω(tj)

)

= θj(ω)f ′(ω(tj)
)

+
1

2
θj(ω)2f ′′(ω(tj)

)
+ O

(
|θj(ω)|3

)
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to generalize (7.45) to Ito’s fundamental identity:

(7.48) f
(
ω(t)

)
− f

(
ω(0)

)
=

∫ t

0

f ′(ω(s)
)

dω(s) +

∫ t

0

f ′′(ω(s)
)

ds,

for one-dimensional Brownian motion. For n-dimensional Brownian motion
and functions of the form f = f(t, x), this generalizes to

(7.49)

f
(
t, ω(t)

)
− f

(
0, ω(0)

)

=

∫ t

0

(
∇xf

)(
s, ω(s)

)
· dω(s)

+

∫ t

0

(
∆f

)(
s, ω(s)

)
ds +

∫ t

0

ft

(
s, ω(s)

)
ds.

Another way of writing this is

(7.50) df
(
t, ω(t)

)
= (∇xf) · dω + (∆f) dt + ft dt.

We remind the reader that our choice of et∆ rather than et∆/2 to define
the transition probabilities for Brownian paths leads to formulas that some-
times look different from those arising from the latter convention, which
for example would replace (∆f) dt by (1/2)(∆f) dt in (7.50).

Note in particular that

d
(
eλω(t)−λ2t

)
= λ eλω(t)−λ2t dω(t);

in other words, we have a solution to the “stochastic differential equation”:

(7.51) dX = λX dω(t), X(t) = eλω(t)−λ2t,

for W0-almost all ω. Recall from (4.16) that this is the martingale zt(ω).
We now discuss a dynamical theory of Brownian motion due to Langevin,

whose purpose was to elucidate Einstein’s work on the motion of a Brown-
ian particle. Langevin produced the following equation for the velocity of a
small particle suspended in a liquid, undergoing the sort of random motion
investigated by R. Brown:

(7.52)
dv

dt
= −βv + ω′(t), v(0) = v0.

Here, the term −βv represents the frictional force, tending to slow down the
particle as it moves through the fluid. The term ω′(t), which contributes
to the force, is due to “white noise,” a random force whose statistical
properties identify it with the time derivative of ω, which is defined, not
classically, but through Propositions 7.1 and 7.2. Thus we rewrite (7.52)
as the stochastic differential equation

(7.53) dv = −βv dt + dω, v(0) = v0.
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As in the case of ODE, we have d(eβtv) = eβt(dv + βv dt), so (7.50) yields
d(eβtv) = eβtdω, which integrates to

(7.54)

v(t) = v0e
−βt +

∫ t

0

e−β(t−s) dω(s)

= v0e
−βt + ω(t) − β

∫ t

0

e−β(t−s)ω(s) ds.

The actual path of such a particle is given by

(7.55) x(t) = x0 +

∫ t

0

v(s) ds.

In the case x0 = 0, v0 = 0, we have

(7.56)

x(t) =

∫ t

0

∫ s

0

e−β(s−r) dω(r) ds

=
1

β

∫ t

0

[
1 − e−β(t−s)

]
dω(s).

Via the identity in (7.54), we have

(7.57) x(t) =

∫ t

0

e−β(t−s)ω(s) ds.

Of course, the path x(t) taken by such a particle is not the same as the
“Brownian path” ω(t) we have been studying, but it is approximated by
ω(t) in the following sense. It is observed experimentally that the frictional
force component in (7.52) acts to slow down a particle in a very short time
(∼ 10−8 sec.). In other words, the dimensional quantity β in (7.52) is,
in terms of units humans use to measure standard macroscopic quantities,
“large.” Now (7.57) implies

(7.58) lim
β→∞

βxβ(t) = ω(t),

where xβ(t) denotes the path (7.57).
There has been further work on the dynamics of Brownian motion, par-

ticularly by L. Ornstein and G. Uhlenbeck [UO]. See [Nel3] for more on
this, and references to other work.

Exercises

1. If g ∈ C1
“
[0, t]

”
, show that the integral of Proposition 7.1 is given by

Z t

0

g(s) dω(s) = g(t)ω(t) − g(0)ω(0) −
Z t

0

g′(s)ω(s) ds.

Show that this yields the second identity in (7.54) and the implication (7.56)
⇒ (7.57).
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2. With θj as in (7.15), show that

Ex

„k−1X

j=0

|θj(ω)|3
«

→ 0, as k → ∞.

(Hint: Use 2|θj |3 ≤ ε|θj |2 + ε−1|θj |4 and (7.44).)
3. Making use of Exercise 2, give a detailed proof of Ito’s formula (7.48). Assume

f ∈ C2(R) and

|Dαf(x)| ≤ Cεe
ε|x|2 , ∀ ε > 0, |α| ≤ 2.

More generally, establish (7.49).
Warning: The estimate of the remainder term in (7.47) is valid only when
|ω(tj+1 − ω(tj)| is bounded (say ≤ K). But the probability that |ω(tj+1) −
ω(tj)| is ≥ K is very small.

4. Show that (7.42) implies that Wx-almost all paths ω have locally unbounded
variation, on any interval [s, t] ⊂ [0,∞).

5. If ψ(t, ω) =
R t

0
g

“
s, ω(s)

”
· dω(s) is a stochastic integral given by Proposition

7.2, show that

Ex

“
ψ(t, ·)

”
= 0.

Show that ψ(t, ·) is a martingale, that is, Ex

“
ψ(t, ·)|Bs

”
= ψ(s, ·), for s ≤ t.

Compare Exercise 2 of §8.

8. Stochastic integrals, II

In §7 we considered stochastic integrals of the form

(8.1) h(t, ω) =

∫ t

0

g
(
s, ω(s)

)
· dω(s),

where g is defined on [0,∞)×Rn. This is a special case of integrals of the
form

(8.2) ψ(t, ω) =

∫ t

0

ϕ(s, ω) · dω(s),

where ϕ is defined on [0,∞) × P0. There are important examples of such
ϕ which are not of the form ϕ(s, ω) = g

(
s, ω(s)

)
, such as the function h in

(8.1), typically. It is important to be able to handle more general integrals
of the form (8.2), for a certain class of functions ϕ on [0,∞) × P0 called
“adapted,” which will be defined below.

To define (8.2), we extend the analysis in (7.17)–(7.19). Thus we consider

(8.3) Sk(t, ω) =

k−1∑

j=0

ϕ(tj , ω) ·
[
ω(tj+1) − ω(tj)

]
=

k−1∑

j=0

ϕj(ω) · θj(ω),
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where, as before, θj(ω) = ω(tj+1) − ω(tj), tj = (j/k)t. As in (7.18), we
want to compute

(8.4) ‖Sk(t, ·)‖2
L2(P0,dWx) =

∑

j,ℓ

Ex(ϕjθjϕℓθℓ).

Following the analysis of (7.18), we want θℓ to be independent of the other
factors in the parentheses on the right side of (8.4) when ℓ > j. Thus we
demand of ϕ that

(8.5) ϕ(s, ·) is independent of ω(t + h) − ω(t), ∀ t ≥ s, h > 0.

Granted this, we see that the terms in the sum in (8.4) vanish when j 6= ℓ,
and

(8.6)

‖Sk(t, ·)‖2
L2(P0,dWx) =

∑

j

Ex

(
|ϕj |2

)
Ex

(
|θj |2

)

= 2
∑

j

Ex

(
|ϕ(tj , ·)|2

)
(tj+1 − tj).

If ϕ ∈ C
(
R+, L2(P0, dWx)

)
, this is a Riemann sum approximating

2

∫ t

0

Ex

(
|ϕ(s, ·)|2

)
ds = 2‖ϕ‖2

L2([0,t]×P0)
.

We use the following spaces:

(8.7)
C

(
I,R(Q)

)
=

{
ϕ ∈ C

(
I, L2(P0, dWx)

)
: ϕ(t) = Qtϕ(t),∀t ∈ I

}
,

L2
(
I,R(Q)

)
=

{
ϕ ∈ L2

(
I, L2(P0, dWx)

)
: ϕ(t) = Qtϕ(t),∀t ∈ I

}
,

where I = [0, T ], and, as in §4, Qtϕ = Ex(ϕ|Bt). Elements of these spaces
satisfy (8.5), by Corollary 4.4.

Proposition 8.1. Given ϕ ∈ C
(
I,R(Q)

)
, the expression (8.3) converges

as k = 2ν → ∞, in the space C
(
I,R(Q)

)
, to a limit we denote (8.2).

Furthermore, ψ = I(ϕ) extends uniquely to a linear map

(8.8) I : L2
(
I,R(Q)

)
→ C

(
I,R(Q)

)
,

satisfying

(8.9) ‖I(ϕ)(t, ·)‖L2(P0,dWx) =
√

2 ‖ϕ‖L2([0,t)×P0,dt dWx).

Regarding continuity, note that

(8.10) ‖I(ϕ)(t+h, ·)−I(ϕ)(t, ·)‖L2(P0,dWx) =
√

2 ‖ϕ‖L2([t,t+h]×P0,dt dWx).

We need to verify that I(ϕ)(t, ·) ∈ R(Qt). But clearly, each term ϕ(tj , ω) ·
[ω(tj+1) − ω(tj)] in (8.3) belongs to R(Qt) in this case, so we have the
desired result.
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We mention an approach to (8.8) just slightly different from that de-
scribed above. Define a simple function to be a function ϕ(t, ω) that is
constant in t for t in intervals of the form [ℓ2−ν , (ℓ+1)2−ν), with values in
R(Qs), s = ℓ2−ν , for some ν ∈ Z+. For a simple function ϕ, the stochastic
integral has a form similar to (8.3), namely,

(8.11)

∫ t

0

ϕ(s, ω) · dω(s) =
ℓ−1∑

j=0

ϕ(tj , ω) ·
[
ω(tj+1) − ω(tj)

]

+ ϕ(tℓ, ω) ·
[
ω(t) − ω(tℓ)

]
,

where tj = j2−ν and t ∈
[
ℓ2−ν , (ℓ + 1)2−ν

)
. An identity similar to (8.6),

together with the denseness of the set of simple functions in L2(I,R(Q)),
yields (8.8).

There is the following generalization of Ito’s formula (7.49)–(7.50). Sup-
pose

(8.12) X(t) = X0 +

∫ t

t0

u(s, ω) ds +

∫ t

t0

v(s, ω) dω(s),

where u, v ∈ L2
(
I,R(Q)

)
. Then X ∈ C

(
I,R(Q)

)
. We write

(8.13) dX = u dt + v dω.

We might assume X, u, and ω take values in Rn and v is n × n matrix-
valued. More generally, let ω take values in Rn, X and u in Rm, and v in
Hom(Rn, Rm).

If Y(t) = g
(
t,X(t)

)
, with g(t, x) real-valued and smooth in its arguments,

then

(8.14)
dY(t) = (∇xg)

(
t,X(t)

)
· dX(t)

+ (D2g)
(
t,X(t)

)(
dX(t), dX(t)

)
+ gt

(
t,X(t)

)
dt,

where (D2g)(dX, dX) =
∑

(∂2g/∂xj∂xk) dXj · dXk is computed, via (8.13),
by the rules

(8.15) dt · dt = dt · dωj = dωj · dt = 0, dωj · dωk = δjk dt.

There is also an integral formula for g
(
t,X(t)

)
−g(t0,X0), parallel to (7.49):

(8.16)

g
(
t,X(t)

)
= g(t0,X0) +

∫ t

t0

( ∂2g

∂xj∂xk

)
vjℓvkℓ ds

+

∫ t

t0

gt

(
s,X(s)

)
ds +

∫ t

t0

∂g

∂xj

(
uj ds + vjℓ dωℓ

)
.

Here, we sum over repeated indices. The formulas (7.49) and (7.50) cover
the special case u = 0, v = I. The proof of (8.16) is parallel to that of
(7.49).
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If we apply (8.14) to g(x) = eλx, m = 1, we obtain for

(8.17)

Y(t) = exp
(
λX(t) − λ2

∫ t

t0

|v(s, ω)|2 ds
)
,

X(t) =

∫ t

t0

v(s, ω) · dω(s),

the stochastic differential equation

(8.18) dY = λY v · dω,

generalizing the identity (7.51).
There is another important property that Y(t), defined by (8.17), has in

common with zt(ω) = eλω(t)−λ2t.

Proposition 8.2. Given v ∈ L2
(
I,R(Q)

)
, with values in Rn, the function

Y(t) defined by (8.17) is a supermartingale; that is, for s ≤ t,

(8.19) Ex

(
Y(t)

∣∣Bs

)
≤ Y(s), Wx-a.e. on P0.

Proof. We treat the case t0 = 0. First suppose vν is a simple function,
constant as a function of t on intervals of the form [ℓ2−ν , (ℓ + 1)2−ν), with
values in R(Qℓ2−ν ), and Yν is given by (8.17), with v = vν . We claim that
Yν is a martingale, that is,

(8.20) Ex

(
Yν(t)

∣∣Bs

)
= Yν(s), for s ≤ t.

Suppose, for example, that 0 ≤ t < 2−ν , so vν(s) = vν(0), for s ≤ t. Now
vν(0) is independent of ω(t) − ω(s), so in this case

Ex

(
Yν(t)

∣∣Bs

)
= Ex

(
eλvν(0)[ω(t)−x]−λ2t|vν(0)|2∣∣Bs

)

= eλvν(0)[ω(s)−x]−λ2s|vν(0)|2 · Ex

(
eλvν(0)[ω(t)−ω(s)]−λ2(t−s)|vν(0)|2∣∣Bs

)
,

and the last conditional expectation is 1. A similar argument in the case
ℓ2−ν ≤ s ≤ t ≤ (ℓ + 1)2−ν , using (8.11), gives

Ex

(
Yν(t)

∣∣Bs

)
= Yν(tνℓ)Ex

(
eλvνℓ[ω(t)−ω(tνℓ)]−λ2(t−tνℓ)|vνℓ|2

∣∣Bs

)
= Yν(s),

where tνℓ = ℓ2−ν , vνℓ = vν(tνℓ). The identity (8.20), for general s ≤ t,
follows easily from this.

For general v ∈ L2
(
I,R(Q)

)
, we can take simple vν converging to v in

the norm of this space, and then Xν → X in C
(
I,R(Q)

)
, where Xν(t) =∫ t

0
vν(s, ω) · dω(s). Passing to a subsequence, we can assume (for fixed s, t)

that Xν(s) → X(s) and Xν(t) → X(t), Wx-a.e.; hence Yν(s) → Y(s) and
Yν(t) → Y(t), Wx-a.e. Then (8.19) follows, by Fatou’s lemma.

The case of general t0 ≥ 0 is easily obtained from this; one can extend
v(s, ω) to be 0 for 0 ≤ s < t0.
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Note in particular that s = 0 in (8.19) implies

(8.21) Ex

(
e
λX(t)−λ2

R t
t0

|v(s,·)|2 ds
)
≤ 1.

Using Cauchy’s inequality, we deduce that

(8.22) Ex

(
eλX(t)/2

)
≤ Ex

(
e
λ2

R t
t0

|v(s,·)|2 ds
)1/2

.

We get a similar estimate upon replacing v(s, ω) by −v(s, ω), which con-
verts X(t) to −X(t). Since e|x| ≤ ex + e−x, we have (replacing λ by 2λ)

(8.23) Ex

(
eλ|X(t)|

)
≤ 2Ex

(
e
4λ2

R t
t0

|v(s,·)|2 ds
)1/2

.

Compare with Lemma 7.4. Note that the convexity of the exponential
function implies

(8.24) Ex

(
et−1

R t
0

F (s,·) ds
)
≤ 1

t

∫ t

0

Ex

(
eF (s,·)

)
ds.

Therefore, (8.23) implies

(8.25)
Ex

(
eλ|X(t)|) ≤ 2

[
1

t − t0

∫ t

t0

Ex

(
e4λ2t|v(s·)|2

)
ds

]1/2

≤ 2 max
t0≤s≤t

Ex

(
e4λ2t|v(s,·)|2

)1/2

.

If we expand Yν(t) = e
λXν(t)−λ2

R t
t0

|vν(s,·)|2 ds
in powers of λ, the coeffi-

cient of each λj is a martingale. The coefficient of λ4, for example, is

(8.26)
1

24
|Xν(t)|4 − 1

2
Xν(t)2

(∫ t

t0

|vν(s, ω)|2 ds
)

+
1

2

(∫ t

t0

|vν(s, ω)|2 ds
)2

.

This has expectation zero; hence

(8.27)

1

24
Ex

(
|Xν(t)|4

)
≤ 1

2
Ex

(
Xν(t)2

(∫ t

t0

|vν(s, ·)|2 ds
))

≤ 1

48
Ex

(
|Xν(t)|4

)
+ 48Ex

((∫ t

t0

|vν(s, ·)|2 ds
)2)

,

so

(8.28)

Ex

(
|Xν(t)|4

)
≤ 482Ex

((∫ t

t0

|vν(s, ·)|2 ds
)2)

≤
(
48|t − t0|

)2 1

t − t0

∫ t

t0

Ex

(
|vν(s, ·)|4

)
ds

≤
(
48|t − t0|

)2
max

t0≤s≤t
Ex

(
|vν(s, ·)|4

)
,
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where the second inequality here uses convexity, as in (8.24). Again a use
of Fatou’s lemma yields for

(8.29) X(t) =

∫ t

t0

v(s, ω) · dω(s)

the estimate

(8.30) ‖X(t)‖L4(P0) ≤
(
48|t − t0|

)1/2
max

t0≤s≤t
‖v(s, ·)‖L4(P0).

Similarly we obtain, for t1 < t2,

(8.31) ‖X(t1) − X(t2)‖L4(P0) ≤ C1|t1 − t2|1/2 max
t1≤s≤t2

‖v(s, ·)‖L4(P0),

with C1 =
√

48, when X(t) is given by (8.29). If X(t) is given more generally
by (8.12), we have

(8.32)

‖X(t1) − X(t2)‖L4(P0) ≤ C0|t1 − t2| max
t1≤s≤t2

‖u(s, ·)‖L4(P0)

+ C1|t1 − t2|1/2 max
t1≤s≤t2

‖v(s, ·)‖L4(P0).

The martingale maximal inequality of Proposition 4.7 extends to sub-
martingales, but it is not obvious that it applies to the supermartingale
Y(t). However, it does apply to Yν(t), so, for each ν ∈ Z+, we have

Wx

({
ω ∈ P0 : sup

t∈I(t0,t1)

Xν(t) − Xν(t0) − λ

∫ t

t0

|vν(s, ω)|2 ds > β
})

(8.33)

≤ e−λβ ,

where I(t0, t1) = [t0, t1] ∩ Q. It follows that

Wx

({
ω ∈ P0 : sup

t∈I(t0,t1)

|Xν(t) − Xν(t0)| > λ

∫ t1

t0

|vν(s, ω)|2 ds + β
})

(8.34)

≤ 2e−λβ .

Thus, if we have

(8.35)

∫ t1

t0

|vν(s, ω)|2 ds <
β

λ
, for ω ∈ S,

then

(8.36) Wx

(
S ∩

{
ω ∈ P0 : sup

t∈I(t0,t1)

|Xν(t) − Xν(t0)| > 2β
})

≤ 2e−λβ .
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Now

(8.37)

Wx

({
ω ∈ P0 :

∫ t1

t0

|vν(s, ω)|2 ds ≥ β

λ

})

≤ λ

β

∫ t1

t0

Ex

(
|vν(s, ·)|2

)
ds.

Taking β = δ, λ = 1/δ2, we deduce that if

(8.38)

∫ t1

t0

‖vν(s, ·)‖2
L2(P0)

ds < δ3ε,

then

(8.39) Wx

({
ω ∈ P0 : sup

t∈I(t0,t1)

|Xν(t) − Xν(t0)| > 2δ
})

≤ ε + e−1/δ.

Since Xν(t) converges to X(t) in measure, locally uniformly in t, we have

(8.40) Wx

({
ω ∈ P0 : sup

t∈I(t0,t1)

|X(t) − X(t0)| > 2δ
})

≤ ε + e−1/δ

whenever

(8.41)

∫ t

t0

‖v(s, ·)‖2
L2(P0)

ds < δ3ε.

The estimate (8.40) enables us to establish the following important result.

Proposition 8.3. Let I = [0, T ]. Given v ∈ L2
(
I,R(Q)

)
, so

∫ t

0
v(s, ω) ·

dω(s) = X(t) belongs to C
(
I,R(Q)

)
, you can define X(t, ω) so that t 7→

X(t, ω) is continuous in t, for Wx-a.e. ω.

Proof. Start with any measurable function on I × P0 representing X(t);
call it Xb(t, ω), so for each t ∈ I, Xb(t, ·) = X(t), Wx-a.e. on P0. Set
X(t, ω) = Xb(t, ω), for t ∈ I ∩ Q. From (8.40)–(8.41) it follows that there
is a set N ⊂ P0 such that Wx(N) = 0 and σω(t) = X(t, ω) is uniformly
continuous in t ∈ I ∩ Q for each ω ∈ P0 \ N . Then, for ω ∈ P0, t ∈ I \ Q,
define X(t, ω) by continuity:

(8.42) X(t, ω) = lim
I∩Q∋tν→t

Xb(tν , ω), ω ∈ P0 \ N.

If ω ∈ N , define X(t, ω) arbitrarily.
To show that this works, it remains to check that, for each t ∈ I,

(8.43) X(t, ·) = X(t), Wx-a.e. on P0.

Indeed, since Xb(tν , ·) → X(t) in L2-norm, passing to a subsequence we
have Xb(tνj

, ·) → X(t) Wx-a.e. Comparing with (8.42), we have (8.43).
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Exercises

1. Generalize (8.30) to show that X(t) =
R t

t0
v(s, ω) · dω(s) satisfies

‖X(t)‖2k
L2k(P0) ≤ Ck|t − t0|k−1

Z t

t0

‖v(s, ·)‖2k
L2k(P0) ds,

for k ∈ Z+.
2. Given ϕ ∈ L2

“
[0,∞),R(Q)

”
, show that, for t ≥ s,

Ex

„Z t

s

ϕ(τ, ω) · dω(τ)
˛̨
˛Bs

«
= 0.

Deduce that the stochastic integral ψ(t, ω) =
R t

0
ϕ(s, ω) ·dω(s) is a martingale,

so that, for t ≥ s,

Ex

“
ψ(t, ·)

˛̨
˛Bs

”
= ψ(s, ·).

3. Show that if v(s, ω) satisfies the hypotheses of Proposition 8.2, then the su-
permartingale Y(t) in (8.17) is a martingale if and only if

Ex Y(t) = 1, ∀ t ≥ 0.

9. Stochastic differential equations

In this section we treat stochastic differential equations of the form

(9.1) dX = b(t,X) dt + σ(t,X) dω, X(t0) = X0.

The function X is an unknown function on I × P0, where I = [t0, T ]. We
assume t0 ≥ 0. As in the case of ordinary differential equations, we will
use the Picard iteration method, to obtain the solution X as the limit of a
sequence of approximate solutions to (8.1), which we write as a stochastic
integral equation:

(9.2) X(t) = X0 +

∫ t

t0

b
(
s,X(s)

)
ds +

∫ t

t0

σ
(
s,X(s)

)
dω(s) = ΦX(t).

The last identity defines the transformation Φ, and we look for a fixed point
of Φ. As usual, X(t) is shorthand for X(t, ω). If ω is a Brownian path in
Rn, we can let X and b(t, x) take values in Rm and let σ(t, x) be an m× n
matrix-valued function.

Let us assume that σ(t, x) and b(t, x) are continuous in their arguments
and satisfy

(9.3)
|b(t, x)| ≤ K0(1 + |x|), |b(t, x) − b(t, y)| ≤ L0|x − y|,
|σ(t, x)| ≤ K1(1 + |x|2)1/2, |σ(t, x) − σ(t, y)| ≤ L1|x − y|.

We will use results of §8 to show that

(9.4) Φ : L2
(
I,R(Q)

)
−→ C

(
I,R(Q)

)
,
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where, as in (8.7),

C
(
I,R(Q)

)
=

{
ϕ ∈ C

(
I, L2(P0, dW0)

)
: ϕ(t) ∈ R(Qt), ∀t ∈ I

}
,

and L2
(
I,R(Q)

)
is similarly defined. Note that X(s) belongs to R(Qs) if

and only if X(s) is (equal W0-a.e. to) a Bs-measurable function on P0, so if
X(s) ∈ R(Qs), then also σ

(
s,X(s)

)
and b

(
s,X(s)

)
belong to R(Qs). Thus

Proposition 8.1 applies to the second integral in (9.2), and if X0 ∈ R(Qt0),
we have (9.4).

Applying (8.9) to estimate the second integral in (9.2), we have

(9.5)

‖ΦX(t) − X0‖2
L2(P0)

≤ 2K2
0

(∫ t

t0

(
1 + ‖X(s)‖L2(P0)

)
ds

)2

+ 4K2
1

∫ t

t0

(
1 + ‖X(s)‖2

L2(P0)

)
ds.

Also (8.9) applies to an estimate of the second integral in

(9.6)

ΦX(t) − ΦY(t) =

∫ t

t0

[
b
(
s,X(s)

)
− b

(
s,Y(s)

)]
ds

+

∫ t

t0

[
σ
(
s,X(s)

)
− σ

(
s,Y(s)

)]
ds.

We get

(9.7)

‖ΦX(t) − ΦY(t)‖2
L2(P0)

≤ 2L2
0

(∫ t

t0

‖X(s) − Y(s)‖L2(P0) ds

)2

+ 4L2
1

∫ t

t0

‖X(s) − Y(s)‖2
L2(P0)

ds.

To solve (9.2), we take X0(t, ω) = X0(ω), the given initial value, and
inductively define Xj+1 = ΦXj . Note that

(9.8) X1(t, ω) = X0(ω) +

∫ t

t0

b
(
s,X0(ω)

)
ds +

∫ t

t0

σ
(
s,X0(ω)

)
dω(s)

contains a stochastic integral of the form (7.14), provided X0(ω) is constant.
On the other hand, the stochastic integral yielding X2(t, ω) is usually not
even of the form (7.13), but rather of the more general form (8.2). The
following estimate will readily yield convergence of the sequence Xj .

Lemma 9.1. For some M = M(T ) < ∞, we have

(9.9) ‖Xj+1(t) − Xj(t)‖2
L2(P0)

≤ (M |t − t0|)j+1

(j + 1)!
, t0 ≤ t ≤ T.

Proof. We establish this estimate inductively. For j = 0, we can use (9.5),
with X = X1, and the j = 0 case of (9.9) follows. Assume that (9.9) holds
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for j = 0, . . . , k − 1; we need to get it for j = k. To do this, apply (9.7)
with X = Xk, Y = Xk−1, to get

(9.10)

‖Xk+1(t) − Xk(t)‖2
L2(P0)

≤ 2L2
0M

k

k!

(∫ t

t0

|s − t0|k/2 ds

)2

+
4L2

1M
k

k!

∫ t

t0

|s − t0|k ds.

This is ≤
(
M |t− t0|

)k+1
/(k +1)! as long as M is sufficiently large for (9.9)

to hold for j = 0 and also M ≥ 2L2
0 max(1, T ) + 4L2

1.

These estimates immediately yield an existence theorem:

Theorem 9.2. Given 0 ≤ t0 < T < ∞, I = [t0, T ], if b and σ are
continuous on I × Rn and satisfy the estimates (9.3), and if X0 ∈ R(Qt0),
then the equation (9.2) has a unique solution X ∈ C

(
I,R(Q)

)
.

Only the uniqueness remains to be demonstrated. But if X and Y are
two such solutions, we have ΦX = X and ΦY = Y, so (9.7) implies

‖X(t) − Y(t)‖2
L2(P0)

≤ right side of (9.7),

and a Gronwall argument implies ‖X(t) − Y(t)‖L2 = 0, for all t ∈ I.
Of course, the hypothesis that b and σ are continuous in t can be weak-

ened in ways that are obvious from an examination of (9.4)–(9.7). Allowing
b and σ to be piecewise continuous in t, still satisfying (9.3), we can reduce
(9.1) to the case t0 = 0, by setting b(t, x) = 0 and σ(t, x) = 0 for 0 ≤ t < t0.

If X0 has higher integrability, so does the solution X(t). To see this, in
case X0 ∈ L4(P0), we can exploit (8.26)–(8.30) to produce the following
estimate, parallel to (9.7):

(9.11)

‖ΦX(t) − ΦY(t)‖4
L4(P0)

≤

8L4
0

(∫ t

t0

‖X(s) − Y(s)‖L4(P0) ds
)4

+ 8(482)L4
1|t − t0|

∫ t

t0

‖X(s) − Y(s)‖4
L4(P0)

ds.

Using this, assuming X0 ∈ L4(P0, dW0), we can obtain the following ana-
logue of (9.9):

(9.12) ‖Xj+1(t) − Xj(t)‖4
L4(P0)

≤
(
M |t − t0|2

)j+1

(j + 1)!
,

for M = M(T ), on any interval t ∈ [t0, T ]. We have the following:

Proposition 9.3. Under the hypotheses of Theorem 9.2, if also X0 ∈
L4(P0, dW0), then X ∈ C

(
I, L4(P0, dW0)

)
.
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More generally, one can establish that X ∈ C
(
I, L2k(P0)

)
, provided

X0 ∈ L2k(P0), k ≥ 1. The case 2k = 4 enables us to prove part of the
following important result.

Proposition 9.4. The solution X(t) to (9.2) given by Theorem 9.2 can be
represented as X(t, ω) such that, for W0-a.e. ω ∈ P0, the map t 7→ X(t, ω)
is continuous in t.

Proof. First we assume X0 ∈ L4(P0, dW0) and give a demonstration that
is somewhat parallel to that of Theorem 1.1. Given ε > 0, δ > 0, and s, t ∈
R+ such that |t−s| < δ, we estimate the probability that |X(t)−X(s)| > ε.
We use the estimate

(9.13) ‖X(t) − X(s)‖4
L4(P0)

≤ C|t − s|2,

C = C(T ), for s, t ∈ [0, T ], which follows (when t > s) from

(9.14)

‖X(t) − X(s)‖4
L4(P0)

≤ C
(∫ t

s

‖b(τ,X(τ))‖L4 dτ
)4

+ C

∫ t

s

‖σ(τ,X(τ))‖4
L4 dτ,

together with the estimate ‖X(s)‖L4 ≤ C(τ). Consequently, given s, t ∈
R+,

(9.15) W0

({
ω ∈ P0 : |X(t, ω) − X(s, ω)| > ε

})
≤ C

ε4
|t − s|2.

Now an argument parallel to that of Lemma 1.2 gives

W0

({
ω ∈ P0 : |X(t1, ω) − X(tj , ω)| > ε, for some j = 2, . . . , ν

})

(9.16)

≤ Cr
(ε

2
, δ

)
,

when {t1, . . . , tν} is any finite set of numbers in Q+ such that 0 ≤ t1 <
· · · < tν and tν − t1 ≤ δ, where

(9.17) r(ε, δ) = min
(
1, Cδ2ε−4

)
.

The function r(ε, δ) takes the place of ρ(ε, δ) in (1.23); as in (1.21), we have

(9.18)
r(ε, δ)

δ
→ 0, as δ → 0,

for each ε > 0. From here, one shows just as in the proof of Theorem
1.1 that, for some Z ⊂ P0 such that W0(Z) = 0, the map t 7→ X(t, ω) is
uniformly continuous on t ∈ Q+, for each ω ∈ P0 \Z. the rest of the proof
of Proposition 9.4 can be carried out just like the proof of Proposition 8.3.
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We now give another demonstration of Proposition 9.4, not requiring X0

to be in L4(P0), but only in L2(P0). In such a case, under the hypothe-
ses, and conclusions, of Theorem 9.2, we have σ

(
t,X(t)

)
∈ C

(
I,R(Q)

)
.

Hence Proposition 8.3 applies to the second integral in (9.2), so A(t, ω) =∫ t

t0
σ
(
s,X(s)

)
dω(s) can be represented as a continuous function of t, for

W0-a.e. ω ∈ P0. Furthermore, we have b
(
t,X(t)

)
∈ C

(
I, L2(P0)

)
⊂

C
(
I, L1(P0)

)
. Thus, by Fubini’s theorem, the first integral in (9.2) is ab-

solutely integrable, hence continuous in t, for W0-a.e. ω. This establishes
the desired property for the left side of (9.2).

We next investigate the dependence of the solution to (9.2) on the initial
data X0, in a fashion roughly parallel to the method used in §6 of Chapter
1. Thus, let Y solve

(9.19) Y(t) = Y0 +

∫ t

t0

b
(
s,Y(s)

)
ds +

∫ t

t0

σ
(
s,Y(s)

)
dω(s).

Proposition 9.5. Assume that b(t, x) and σ(t, x) satisfy the hypotheses
of Theorem 9.2 and are also C1 in x. If X(t) and Y(t) solve (9.2) and
(9.19), respectively, then

(9.20) ‖X(t) − Y(t)‖L2(P0) ≤ C(t, L0, L1)‖X0 − Y0‖L2(P0).

Proof. Consider Z(t) = X(t) − Y(t), which satisfies the identity

(9.21)

Z(t) = Z0 +

∫ t

t0

b′
(
s,X(s),Y(s)

)
Z(s) ds

+

∫ t

t0

σ′(s,X,Y(s)
)
Z(s) dω(s),

with Z0 = X0 − Y0. Here

(9.22) b′(s, x, y) =

∫ 1

0

Dxb
(
s, ux + (1 − u)y

)
du,

so b′(s, x, y)(x − y) = b(s, x) − b(s, y), and similarly

(9.23) σ′(s, x, y) =

∫ 1

0

Dxσ
(
s, ux + (1 − u)y

)
du.

We estimate the right side of (9.21) in L2(P0). By (9.3), |b′(s, x, y)| ≤ L0,
so

(9.24)

∥∥∥∥
∫ t

t0

b′
(
s,X(s),Y(s)

)
Z(s) ds

∥∥∥∥
L2

≤ L0

∫ t

t0

‖Z(s)‖L2 ds.

Since |σ′(s, x, y)| ≤ L1 and σ′(s,X(s),Y(s))Z(s) ∈ R(Qs), we have

(9.25)

∥∥∥∥
∫ t

t0

σ′(s,X(s),Y(s)
)
Z(s) dω(s)

∥∥∥∥
2

L2

≤ L2
1

∫ t

t0

‖Z(s)‖2
L2 ds.
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Thus the identity (9.21) implies

(9.26) ‖Z(t)‖2
L2 ≤ 3‖X0 − Y0‖2

L2 + 3
[
L2

0(t − t0)
2 + L2

1

] ∫ t

t0

‖Z(s)‖2
L2 ds.

Now Gronwall’s inequality applied to this estimate yields (9.20).

Note that (9.21) is a linear stochastic equation for Z(t), of a form a little
different from (9.2), if X(s) and Y(s) are regarded as given. On the other
hand, we can regard X,Y, and Z as solving together a system of stochastic
equations, of the same form as (9.2).

An important special case of (9.2) is the case X0 = x, a given point of
Rm, so let us look at Xx,s(t), defined for t ≥ s as the solution to

(9.27) Xx,s(t) = x +

∫ t

s

b
(
r,X(r)

)
dr +

∫ t

s

σ
(
r,X(r)

)
dω(r).

In this case we have the following useful property, which is basically the
Markov property. Let Bt

s denote the σ-algebra of subsets of P0 generated
by all sets of the form

(9.28) {ω ∈ P0 : ω(t1) − ω(s1) ∈ A}, s ≤ s1 ≤ t1 ≤ t, A ⊂ Rm Borel,

plus all sets of W0-measure zero.

Proposition 9.6. For any fixed t ≥ s, the solution Xx,s(t) to (9.27) is
Bt

s-measurable.

Proof. By the proof of Theorem 9.2, we have Xx,s(t) = limk→∞ Xk(t),
where X0(t) = x and, for k ≥ 0,

Xk+1(t) = x +

∫ t

s

b
(
r,Xk(r)

)
dr +

∫ t

s

σ
(
r,Xk(r)

)
dω(r).

It follows inductively that each Xk(t) is Bt
s-measurable, so the limit also

has this property.

The behavior of Xx,s(t) will be important for the next section. We derive
another useful property here.

Proposition 9.7. For s ≤ τ ≤ t, we have

(9.29) Xx,s(t, ω) = Xq,τ (t, ω), q = Xx,s(τ, ω),

for W0-a.e. ω ∈ P0.

Proof. Let Y(t) denote the right side of (9.29). Thus Y(τ) = Xx,s(τ).
The stochastic equation satisfied by Xx,s(t) then implies

Y(t) = Xx,s(τ) +

∫ t

τ

b
(
r,Y(r)

)
dr +

∫ t

τ

σ
(
r,Y(r)

)
dω(r).
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Now (9.27) implies that Xx,s(t) satisfies this same stochastic equation, for
t ≥ τ . The identity Y(t) = Xx,s(t) a.e. on P0 follows from the uniqueness
part of Theorem 9.2.

Exercises

1. Show that the solution to

dX = a(t)X(t) dt + b(t)X(t) dω(t),

in case m = n = 1, is given by

(9.30) X(t) = X(0) exp

Z t

0

[a(s) − b(s)2] ds +

Z t

0

b(s) dω(s)

ff
= X(0)eZ(t).

In this problem and the following one, X(t) depends on ω, but a(t) and b(t)
do not depend on ω, nor do f(t) and g(t) below.

2. Show that the solution to

dX(t) =
h
f(t) + a(t)X(t)

i
dt +

h
g(t) + b(t)X(t)

i
dω(t),

in case m = n = 1, is given by X(t) = eZ(t)Y(t), where eZ(t) is as in (9.30)
and

Y(t) = X(0) +

Z t

0

»
e−Z(s)f(s) − g(s)b(s)

–
ds +

Z t

0

g(s)e−Z(s) dω(s).

3. Consider the system

(9.31) dX(t) =
h
A(t)X(t) + f(t)

i
dt + g(t) dω(t),

where A(t) ∈ End(Rm), f(t) ∈ Rm, and g(t) ∈ Hom(Rn, Rm). Suppose S(t, s)
is the solution operator to the linear m × m system of differential equations

dy

dt
= A(t)y, S(t, t) = I,

as considered in Chapter 1, §5. Show that the solution to (9.31) is

X(t) = S(t, 0)X(0) +

Z t

0

S(t, s)f(s) ds +

Z t

0

S(t, s)g(s) dω(s).

4. The following Langevin equation is more general than (7.52):

(9.32) x′′(t) = −∇V
“
x(t)

”
− βx′(t) + ω′(t).

Rewrite this as a first-order system of the form (9.1). Using Exercise 3, solve
this equation when V (x) is the harmonic oscillator potential, V (x) = ax2.

10. Application to equations of diffusion

Let Xx,s(t) solve the stochastic equation

(10.1) Xx,s(t) = x +

∫ t

s

b
(
Xx,s(r)

)
dr +

∫ t

s

σ
(
Xx,s(r)

)
dω.
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As in (9.2), x and b can take values in Rm and σ values in Hom(Rn, Rm).
We want to study the transformations on functions on Rm defined by

(10.2) Φt
sf(x) = E0 f

(
Xx,s(t)

)
, 0 ≤ s ≤ t.

Clearly, Xx,s(s) = x, so

(10.3) Φt
tf(x) = f(x).

We assume b(x) and σ(x) are bounded and satisfy the Lipschitz conditions
of (9.3). For simplicity we have taken b and σ to be independent of t in
(10.1). We claim this implies the following:

(10.4) Φt
0f(x) = Φt+s

s f(x),

for s, t ≥ 0. In fact, it is clear that

(10.5) Xx,s(t + s, ω) = Xx,0(t, ϑsω),

where ϑsω(τ) = ω(τ + s) − ω(s), as in (4.11). The measure-preserving
property of the map ϑs : P0 → P0 then implies

E0 f
(
Xx,0(t, ϑsω)

)
= E0 f

(
Xx,0(t)

)
= Φt

0f(x),

so we have established (10.4). Let us set

(10.6) P tf = Φt
0f = E0 f

(
Xx(t)

)
,

where for notational convenience we have set Xx(t) = Xx,0(t).
We will study the action of P t on the Banach space Co(R

m) of continuous
functions on Rm that vanish at infinity.

Proposition 10.1. For each t ≥ 0,

(10.7) P t : Co(R
m) −→ Co(R

m),

and P t forms a strongly continuous semigroup of operators on Co(R
m).

Proof. If f ∈ Co(R
m), then f is uniformly continuous, that is, it has a

modulus of continuity:

(10.8) |f(x) − f(y)| ≤ ωf

(
|x − y|

)
,

where ωf (δ) is a bounded, continuous function of δ such that ωf (δ) → 0 as
δ → 0. Then

(10.9)

∣∣P tf(x) − P tf(y)
∣∣ ≤ E0

∣∣f
(
Xx(t)

)
− f

(
Xy(t)

)∣∣

≤ E0 ωf

(∣∣Xx(t) − Xy(t)
∣∣).

Now if x is fixed and y = xν → x, then, for each t ≥ 0, Xx(t)−Xxν (t) → 0
in L2(P0), by Proposition 9.5. Hence Xx(t) − Xxν (t) → 0 in measure on
P0, so the Lebesgue dominated convergence theorem implies that (10.9)
tends to 0 as y → x. This shows that P tf ∈ C(Rm) if f ∈ Co(R

m).
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To show that P tf(x) vanishes at infinity, for each t ≥ 0, we note that, for
most ω ∈ P0 (in a sense that will be quantified below), |Xx(t) − x| ≤ C〈t〉
if C is large, so if f ∈ Co(R

m) and |x| is large, then f
(
Xx(t, ω)

)
is small

for most ω ∈ P0.
In fact, subtracting x from both sides of (10.1) and estimating L2-norms,

we have

(10.10) ‖Xx(t) − x‖2
L2(P0)

≤ 2B2t2 + 2S2t, B = sup |b|, S = sup |σ|.
Hence

(10.11) W0

({
ω ∈ P0 : |Xx(t, ω) − x| > λ

})
≤ 2B2t2 + 2S2t

λ2
.

The mapping property (10.7) follows.
We next examine continuity in t. In fact, parallel to (10.9), we have

(10.12)
∣∣P tf(x) − P sf(x)

∣∣ ≤ E0 ωf

(∣∣Xx(t) − Xx(s)
∣∣).

We know from §9 that Xx(t) ∈ C
(
R+, L2(P0)

)
, and estimates from there

readily yield that the modulus of continuity can be taken to be independent
of x. Then the vanishing of (10.12), uniformly in x, as s → t, follows as in
the analysis of (10.9).

There remains the semigroup property, P sP t−s = P t, for 0 ≤ s ≤ t. By
(10.4), this is equivalent to Φs

0Φ
t
s = Φt

0. To establish this, we will use the
identity

(10.13) E0

(
f
(
Xx,s(t)

)∣∣Bs

)
= E0 f

(
Xx,s(t)

)
= Φt

sf(x),

which is an immediate consequence of Proposition 9.6. If we replace s by
τ in (10.13), and then replace x by Xx,s(τ), with s ≤ τ ≤ t, and use the
identity

(10.14) Xq,τ (t) = Xx,s(t), q = Xx,s(τ),

established in Proposition 9.7, we obtain

(10.15) E0

(
f
(
Xx,s(t)

)∣∣Bτ

)
= Φt

τf
(
Xx,s(τ)

)
.

We thus have, for s ≤ τ ≤ t,

(10.16)

Φτ
sΦt

τf(x) = E0

(
Φt

τf
(
Xx,s(τ)

)∣∣Bs

)

= E0

(
E0

(
f
(
Xq,τ (t)

)∣∣Bτ

)∣∣∣Bs

)

= E0

(
f
(
Xq,τ (t)

)∣∣Bs

)
,

and again using (10.14) we see that this is equal to the left side of (10.13),
hence to Φt

sf(x), as desired. This completes the proof of Proposition 10.1.

We want to identify the infinitesimal generator of P t. Assume now that
Dαf , for |α| ≤ 2, are bounded and continuous on Rm. Then Ito’s formula
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implies

(10.17)

f
(
Xx(t)

)
= f(x) +

∫ t

0

( ∂2f

∂xj∂xk

)
σjℓσkℓ dr

+

∫ t

0

∂f

∂xj

(
bj dr + σjℓ dωℓ

)
,

using the summation convention. Let us apply E0 to both sides. Now

(10.18) E0

(∫ t

0

∂f

∂xj
σjℓ dωℓ

)
= 0,

so we have

(10.19)

E0

(
f(Xx(t))

)
= f(x) +

∫ t

0

E0

( ∂2f

∂xj∂xk
Ajk

)
dr

+

∫ t

0

E0

( ∂f

∂xj
bj

)
dr,

where Ajk in the first integral is given by

(10.20) Ajk(y) =
∑

ℓ

σjℓ(y)σkℓ(y), y = Xx(r).

In matrix notation,

(10.21) A = σσt.

We can take the t-derivative of the right side of (10.16), obtaining

(10.22)

∂

∂t
P tf(x) =

E0

(
Ajk

(
Xx(t)

)
∂j∂kf

(
Xx(t)

)
+ bj

(
Xx(t)

)
∂jf

(
Xx(t)

))
.

In particular,

(10.23)
∂

∂t
P tf(x)

∣∣
t=0

=
∑

j,k

Ajk(x) ∂j∂kf(x) +
∑

j

bj(x) ∂jf(x) = Lf(x),

where the last identity defines the second-order differential operator L,
acting on functions of x. This is known as Kolmogorov’s diffusion equation.
We have shown that the infinitesimal generator of the semigroup P t, acting
on Co(R

m), is a closed extension of the operator

(10.24) L =
∑

Ajk(x) ∂j∂k +
∑

bj(x) ∂j ,

defined initially, let us say, on C2
0 (Rm).

It is clear from (10.6) that ‖P tf‖L∞ ≤ ‖f‖L∞ for each f ∈ Co(R
m), so

P t is a contraction semigroup on Co(R
m). It is also clear that

(10.25) f ≥ 0 =⇒ P tf ≥ 0 on Rm,
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that is, P t is “positivity preserving.” For given x ∈ Rn, t ≥ 0, f 7→ P tf(x)
is a positive linear functional on Co(R

m). Hence there is a uniquely defined
positive Borel measure µx,t on Rm, of mass ≤ 1, such that

(10.26) P tf(x) =

∫
f(y) dµx,t(y).

In fact, by the construction (10.6),

(10.27) µx,t = F(x,t)∗W0,

where F(x,t)(ω) = Xx(t, ω), and (10.27) means µx,t(U) = W0

(
F−1

(x,t)(U)
)

for
a Borel set U ⊂ Rm. This implies that, for each x, t, µx,t is a probability
measure on Rm, since |Xx(t)| is finite for W0-a.e. ω ∈ P0.

We will use the notation

(10.28) P (s, x, t, U) = µx,t−s(U), 0 ≤ s ≤ t, U ⊂ Rm, Borel.

We can identify P (s, x, t, U) with the probability that Xx,s(t) is in U . We
can rewrite (10.26) as

(10.29) P tf(x) =

∫
f(y) P (0, x, t, dy)

or

(10.30) Φt
sf(x) =

∫
f(y) P (s, x, t, dy).

The semigroup property on P t implies

(10.31) P (s, x, t, U) =

∫
P (s, x, τ, dy) P (τ, y, t, U), 0 ≤ s ≤ τ ≤ t,

which is known as the Chapman-Kolmogorov equation.
Let us denote by L the extension of (10.24) that is the infinitesimal

generator of P t. If V is a bounded, continuous function on Rm, then
L−V generates a semigroup on Co(R

m), and an application of the Trotter
product formula similar to that done in §2 yields

(10.32) et(L−V )f(x) = E0

(
f
(
Xx(t)

)
e−

R t
0

V (Xx(s)) ds
)

.

This furnishes an existence result for weak solutions to the initial-value
problem

(10.33)

∂u

∂t
=

∑
Ajk(x) ∂j∂ku +

∑
bj(x) ∂ju − V u,

u(0) = f ∈ Co(R
m),

under the hypotheses that V is bounded and continuous, the coefficients bj

are bounded and uniformly Lipschitz, and Ajk has the form (10.20), with
σjℓ bounded and uniformly Lipschitz. As for the last property, we record
the following fact:
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Proposition 10.2. If A(x) is a C2 positive-semidefinite, matrix-valued
function on Rm with DαA(x) bounded on Rm for |α| ≤ 2, then there exists
a bounded, uniformly Lipschitz, matrix-valued function σ(x) on Rm such
that A(x) = σ(x)σ(x)t.

This result is quite easy to prove in the elliptic case, that is, when for
certain λj ∈ (0,∞),

(10.34) λ0|ξ|2 ≤
∑

Ajk(x)ξjξk ≤ λ1|ξ|2,

but a careful argument is required if A(x) is allowed to degenerate. See the
exercises for more on this.

If Ajk(x) has bounded, continuous derivatives of order ≤ 2, we can form
the formal adjoint of (10.24):

(10.35) Ltf =
∑

∂j∂k

(
Ajk(x)f

)
−

∑
∂j

(
bj(x)f

)
= L̃f − V f,

where L̃ has the same second-order derivatives as L, though perhaps a
different first-order part, and V (x) = −∑

∂j∂kAjk(x)+
∑

∂kbj(x). Thus L̃
has an extension, which we denote as L̃, generating a contraction semigroup
on Co(R

m), with the positivity-preserving property. Furthermore, L̃ − V
generates a semigroup on Co(R

m), and there is a formula for et( eL−V )f
parallel to (10.32). Thus we obtain a weak solution to the initial-value
problem

(10.36)
∂u

∂t
=

∑
∂j∂k

(
Ajk(x)u

)
−

∑
∂j

(
bj(x)u

)
, u(0) = f ∈ Co(R

m),

provided that Ajk(x) satisfies the conditions of Proposition 10.2, and that
each bj is bounded, with bounded, continuous first derivatives. Equation
(10.36) is called the Fokker-Planck equation.

To continue, we shall make a further simplifying hypothesis, namely that
the ellipticity condition (10.34) hold. We will also assume Ajk(x) and bj(x)
are C∞, and that DαAjk(x) and Dαbj(x) are bounded for all α. In such
a case, (gjk) = (Ajk)−1 defines a Riemannian metric on Rm, and if ∆g

denotes its Laplace operator, we have

(10.37) Lf = ∆gf + Xf,

for some smooth vector field X =
∑

ξj(x) ∂j , such that Dαξj(x) is bounded
for |α| ≤ 1. Note that if we use the inner product

(10.38) (f, g) =

∫
f(x)g(x) dV (x),

where dV is the Riemannian volume element determined by the Riemann-
ian metric gjk, then this puts the same topology on L2(Rm) as the inner
product

∫
f(x)g(x) dx. We prefer the inner product (10.38), since ∆g is

then self-adjoint.
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Now consider the closed operator L2 on L2(Rm) defined by

(10.39) L2f = Lf on D(L2) = H2(Rm).

It follows from results on Chapter 6, §2, that L2 generates a strongly contin-
uous semigroup etL2 on L2(Rn). To relate this semigroup to the semigroup
P t = etL on Co(R

m) described above, we claim that

(10.40) etL2f = etLf, for f ∈ C∞
0 (Rm).

To see this, let u0(t, x) and u1(t, x) denote the left and right sides, re-
spectively. These are both weak solutions to ∂tuj = Luj , for which one
has regularity results. Also, estimates discussed in §2 of Chapter 6 imply
that u0(t, x) vanishes as |x| → ∞, locally uniformly in t ∈ [0,∞). Thus
the maximum principle applies to u0(t, x) − u1(t, x), and we have (10.40).
From here a simple limiting argument yields

(10.41) etL2f = etLf, for f ∈ Co(R
m) ∩ L2(Rm).

Now the dual semigroup (etL2)∗ is a strongly continuous semigroup on
L2(Rn), with infinitesimal generator Lt

2 defined by

(10.42) Lt
2f = Ltf on D(Lt

2) = H2(Rm),

where Lt is given by (10.35). An argument parallel to that used to establish
(10.41) shows that

(10.43)
(
etL2

)∗
f = etLt

2f = et( eL−V )f, for f ∈ Co(R
m) ∩ L2(Rm).

On the other hand, (P t)∗ = (etL)∗ is a weak∗-continuous semigroup of
operators on M(Rm), the space of finite Borel measures on Rm; it is not
strongly continuous. Using (10.43), we see that

(10.44)
(
f, etL2g

)
=

(
et( eL−V )f, g

)
, for f, g ∈ C∞

0 (Rm),

and bringing in (10.40) we have

(10.45)
(
etL)∗

f = et( eL−V )f,

for f ∈ C∞
0 (Rm), hence for f ∈ C0(R

m) ∩ L1(Rm). From here one can
deduce that

(
etL)∗

preserves L1(Rm) and acts as a strongly continuous
semigroup on this space.

Let us return to the family of measures P (s, x, t, ·). Under our current
hypotheses, regularity results for parabolic PDE imply that, for s < t,
there is a smooth function p(s, x, t, y) such that

(10.46) P (s, x, t, U) =

∫

U

p(s, x, t, y) dy.

We have

(10.47) Φt
sf(x) =

∫
f(y) p(s, x, t, y) dy, s < t,
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and

(10.48)
(
Φt

s

)∗
f(y) =

∫
f(x) p(s, x, t, y) dx, s < t.

Furthermore, we have for p(s, x, t, y) the “backward” Kolmogorov equation

(10.49)
∂p

∂s
= −

∑

j,k

Ajk(x)
∂2p

∂xj∂xk
−

∑

j

bj(x)
∂p

∂xj

and the Fokker-Planck equation

(10.50)
∂p

∂t
=

∑

j,k

∂2

∂yj∂yk

(
Ajk(y)p

)
−

∑

j

∂

∂yj

(
bj(y)p

)
.

While we have restricted attention to the smooth elliptic case for the last
set of results, it is also interesting to relax the regularity required on the
coefficients as much as possible, and to let the coefficients depend on t, and
also to allow degeneracy. See [Fdln] and [SV] for more on this. Exercise 5
below illustrates the natural occurence of degenerate L.

We mention that, working with (10.32), we can obtain the solution to

(10.51)

∂u

∂t
= Lu, for t ≥ 0, x ∈ Ω,

u(t, x) = 0, for x ∈ ∂Ω, u(0, x) = f(x),

by considering a sequence Vν → ∞ on Rm \ Ω, as in the analysis in §3,
when Ω is an open domain in Rm, with smooth boundary, or at least with
the regularity property used in Proposition 3.3. In analogy with (3.8), we
get

(10.52) u(t) = E0

(
f
(
Xx(t)

)
ψΩ(Xx, t)

)
,

where

(10.53)
ψΩ(Xx, t) = 1 if Xx

(
[0, t]

)
⊂ Ω,

0 otherwise.

The proof can be carried out along the same lines as in the proof of Propo-
sition 3.3, provided L2 (defined in (10.39)) is self-adjoint. Otherwise a
different approach is required. Also, when L2 is self-adjoint, the analysis
leading to Proposition 3.5 extends to (10.51), for any open Ω ⊂ Rm, with
no boundary regularity required. For other approaches to these matters,
and also to the Dirichlet problem for Lu = f on Ω, in both the elliptic and
degenerate cases, see [Fdln] and [Fr].

We end this section with a look at a special case of (10.1), namely when
σ = I, so we solve

(10.54) Xx(t) = x + ω(t) +

∫ t

0

b
(
Xx(r)

)
dr.
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Assume as before that b is bounded and uniformly Lipschitz. Then the
analysis of (10.6) done above implies

(10.55) et(∆+X)f(x) = E0 f
(
Xx(t)

)
, X =

∑
bj(x) ∂j .

On the other hand, in §7 we derived the formula

(10.56) et(∆+X)f(x) = Ex

(
f
(
ω(t)

)
eZ(t)

)
,

where

Z(t) =
1

2

∫ t

0

b
(
ω(s)

)
· dω(s) − 1

4

∫ t

0

∣∣b
(
ω(s)

)∣∣2 ds.

We conclude that the right-hand sides of (10.55) and (10.56) coincide. We
can restate this identity as follows. Given x ∈ Rn, we have a map

(10.57) Ξx : P0 → P0, Ξx(ω)(t) = Xx(t).

Then Wiener measure W0 on P0 gives rise to a measure Ξx
∗W0 on P0, by

(10.58) Ξx
∗W0(S) = W0

(
(Ξx)−1(S)

)
.

For example, if 0 ≤ t1 < · · · < tk,

(10.59)

∫

P0

F
(
ω(t1), . . . , ω(tk)

)
dΞx

∗W0 = E0 F
(
Xx(t1), . . . ,X

x(tk)
)
.

Thus the identity of (10.55) and (10.56) can be written as

(10.60)

∫

P0

f
(
ω(t)

)
dΞx

∗W0 =

∫

P0

f
(
ω(t)

)
eZ(t) dWx.

This is a special case of the following result of Cameron-Martin and Gir-
sanov:

Proposition 10.3. Given t ∈ (0,∞), Ξx
∗W0

∣∣
Bt

is absolutely continuous

with respect to Wx

∣∣
Bt

, with Radon-Nikodym derivative

(10.61)
dΞx

∗W0

dWx
= eZ(t).

Note that by taking fν ր 1 in (10.56), we have Ex

(
eZ(t)

)
= 1, so the

supermartingale eZ(t) is actually a martingale in this case.
To prove the proposition, it suffices to show that, for 0 ≤ t1 < · · · < tk ≤

t, and a sufficiently large class of continuous functions fj ,

(10.62)
E0

(
f1

(
Xx(t1)

)
· · · fk

(
Xx(tk)

))

= Ex

(
f1

(
ω(t1)

)
· · · fk

(
ω(tk)

)
eZ(t)

)
.
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We will get this by extending (10.55) and (10.56) to formulas for the solu-
tion operators to time-dependent equations of the form

(10.63)
∂u

∂t
= (∆ + X)u − V (t, x)u, u(0) = f.

Only the coefficient V (t, x) depends on t; X does not. Parallel to (2.16),
we can extend (10.55) to

(10.64) u(t) = E0

(
f
(
Xx(t)

)
e−

R t
0

V (s,Xx(s)) ds
)

,

and we can extend (10.56) to

(10.65) u(t) = Ex

(
eZ(t)f

(
ω(t)

)
e−

R t
0

V (s,ω(s)) ds
)

.

Now we can pick V (s, x) to be highly peaked, as a function of s, near
s = t1, . . . , tk, in such a way as to get

(10.66) e−
R t
0

V (s,ω(s)) ds ≈ e−V1

(
ω(t1)

)
· · · e−Vk

(
ω(tk)

)
.

Thus having the identity of (10.64) and (10.65) for a sufficiently large class
of functions V (s, x) can be seen to yield (10.62). We leave the final details
to the reader.

For further material on the Cameron-Martin-Girsanov formula (10.61),
see [Fr], [Kal], [McK], and [Øk].

Exercises

1. As an alternative derivation of (10.13), namely,

E0

„
f

“
X

x,s(t)
”˛̨

˛Bs

«
= P t−sf(x),

via the Markov property, show that in light of the identity (10.5), it follows

by applying (4.12) to E0

„
f

“
Xx(t − s, ϑsω)

”˛̨
˛Bs

«
.

2. Under the hypotheses of Proposition 10.1, show that, for λ > 0,

E0

„
eλ|Xx(t)−x|

«
≤ 2e2λ2S2t+λBt.

(Hint: If Z(t) denotes the last integral in (10.1), use (8.23) to estimate the

quantity E0

“
eλ|Z(t)|

”
.) Using this estimate in place of (10.10), get as strong

a bound as you can on the behavior of P tf(x), for fixed t ∈ R+, as |x| → ∞,
given f ∈ C0(R

n), that is, f continuous with compact support.

3. Granted the hypotheses under which the identity
“
etL

”∗
= et( eL−V ) on the

space Co(R
m) ∩ L1(Rm) was established in (10.45), show that if eP (t) denotes“

etL
”∗

restricted to L1(Rm), then P(t) = eP (t)∗ : L∞(Rm) → L∞(Rm) is
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given by the same formula as (10.6):

P(t)f(x) = E0 f
“
X

x(t)
”
, f ∈ L∞(Rm).

Show that

P (s, x, t, U) = P(t − s)χU (x).

4. Assume A(x) is real-valued, A ∈ C2(Rm), and A(x) ≥ 0 for all x. Show that

|∇A(x)|2 ≤ 4A(x) sup


|D2A(y)| : |x − y| <

2A(x)

|∇A(x)|

ff
.

Use this to show that
p

A(x) is uniformly Lipschitz on Rm, establishing the
scalar case of Proposition 10.2. (Hint: Reduce to the case m = 1; show that
if A′(c) > 0, then A′ must change by at least A′(c)/2 on an interval of length
≤ 2A(c)/A′(c), to prevent A from changing sign. Use the mean-value theorem
to deduce |A′′(ζ)| ≥ |A′(c)|2/4A(c) for some ζ in this interval.) For the general
case of Proposition 10.2, see [Fdln], p. 189.

5. Suppose (10.1) is the system arising in Exercise 4 of §9, for X = (x, v). Show
that the generator L for P t is given by

(10.67) L =
∂2

∂v2
−

h
βv + V ′(x)

i ∂

∂v
+ v

∂

∂x
.

6. Using methods produced in Chapter 8, §6, to derive Mehler’s formula, compute
the integral kernel for etL when L is given by (10.67), with V (x) = ax2.
Remark: This integral kernel is smooth for t > 0, reflecting the hypoellipticity
of ∂t −L. This is a special case of a general phenomenon analyzed in [Ho]. A
discussion of this work can also be found in Chapter 15 of [T3].

A. The Trotter product formula

It is often of use to analyze the solution operator to an evolution equation
of the form

∂u

∂t
= Au + Bu

in terms of the solution operators etA and etB , which individually might
have fairly simple behavior. The case where A is the Laplace operator and
B is multiplication by a function is used in §2 to establish the Feynman-Kac
formula, as a consequence of Proposition A.4 below.

The following result, known as the Trotter product formula, was estab-
lished in [Tr].

Theorem A.1. Let A and B generate contraction semigroups etA and etB ,
on a Banach space X. If A + B is the generator of a contraction semigroup
R(t), then

(A.1) R(t)f = lim
n→∞

(
e(t/n)A e(t/n)B

)n
f,
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for all f ∈ X.

Here, A + B denotes the closure of A+B. A simplified proof in the case
where A+B itself is the generator of R(t) is given in an appendix to [Nel2].
We will give that proof.

Proposition A.2. Assume that A, B, and A + B generate contraction
semigroups P (t), Q(t), and R(t) on X, respectively, where D(A + B) =
D(A) ∩ D(B). Then (A.1) holds for all f ∈ X.

Proof. It suffices to prove (A.1) for f ∈ D = D(A + B). In such a case,
we have

(A.2) P (h)Q(h)f − f = h(A + B)f + o(h),

since P (h)Q(h)f −f = (P (h)f −f)+P (h)(Q(h)f −f). Also, R(h)f −f =
h(A + B) + o(h), so

P (h)Q(h)f − R(h)f = o(h) in X, for f ∈ D.

Since A + B is a closed operator, D is a Banach space in the norm ‖f‖D =
‖(A + B)f‖+ ‖f‖. For each f ∈ D, h−1

(
P (h)Q(h)−R(h)

)
f is a bounded

set in X. By the uniform boundedness principle, there is a constant C such
that

1

h

∥∥P (h)Q(h)f − R(h)f
∥∥ ≤ C‖f‖D,

for all h > 0 and f ∈ D. In other words,
{
h−1

(
P (h)Q(h)−R(h)

)
: h > 0

}

is bounded in L(D,X), and the family tends strongly to 0 as h → 0.
Consequently,

1

h

∥∥P (h)Q(h)f − R(h)f
∥∥ −→ 0

uniformly for f is a compact subset of D.
Now, with t ≥ 0 fixed, for any f ∈ D, {R(s)f : 0 ≤ s ≤ t} is a compact

subset of D, so

(A.3)
∥∥(

P (h)Q(h) − R(h)
)
R(s)f

∥∥ = o(h),

uniformly for 0 ≤ s ≤ t. Set h = t/n. We need to show that
(
P (h)Q(h)

)n
f−

R(hn)f → 0, as n → ∞. Indeed, adding and subtracting terms of the form
(P (h)Q(h))jR(hn − hj), and using ‖P (h)Q(h)‖ ≤ 1, we have

(A.4)

∥∥(
P (h)Q(h)

)n
f − R(hn)f

∥∥

≤
∥∥(

P (h)Q(h) − R(h)
)
R(h(n − 1))f

∥∥

+
∥∥(

P (h)Q(h) − R(h)
)
R(h(n − 2))f

∥∥

+ · · · +
∥∥(

P (h)Q(h) − R(h)
)
f
∥∥.
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This is a sum of n terms that are uniformly o(t/n), by (A.3), so the proof
is done.

Note that the proof of Proposition A.2 used the contractivity of P (t) and
of Q(t), but not that of R(t). On the other hand, the contractivity of R(t)
follows from (A.1). Furthermore, the hypothesis that P (t) and Q(t) are
contraction semigroups can be generalized to ‖P (t)‖ ≤ eat, ‖Q(t)‖ ≤ ebt. If
C = A+B generates a semigroup R(t), we conclude that ‖R(t)‖ ≤ e(a+b)t.

We also note that only certain properties of S(h) = P (h)Q(h) play a role
in the proof of Proposition A.2. We use

(A.5) S(h)f − f = hCf + o(h), f ∈ D = D(C),

where C is the generator of the semigroup R(h), to get

(A.6) S(h)f − R(h)f = o(h), f ∈ D.

As above, we have h−1‖S(h)f − R(h)f‖ ≤ C‖f‖D in this case, and con-
sequently h−1‖S(h)f − R(h)f‖ → 0 uniformly for f in a compact subset
of D, such as {R(s)f : 0 ≤ s ≤ t}. Thus we have analogues of (A.3) and
(A.4), with P (h)Q(h) everywhere replaced by S(h), proving the following.

Proposition A.3. Let S(t) be a strongly continuous, operator-valued
function of t ∈ [0,∞), such that the strong derivative S′(0)f = Cf ex-
ists, for f ∈ D = D(C), where C generates a semigroup on a Banach space
X. Assume ‖S(t)‖ ≤ 1 or, more generally, ‖S(t)‖ ≤ ect. Then, for all
f ∈ X,

(A.7) etCf = lim
n→∞

S(n−1t)n f.

This result was established in [Chf], in the more general case where S′(0)
has closure C, generating a semigroup.

Proposition A.2 applies to the following important family of examples.
Let X = Lp(Rn), 1 ≤ p < ∞, or let X = Co(R

n), the space of continuous
functions vanishing at infinity. Let A = ∆, the Laplace operator, and
B = −MV , that is, Bf(x) = −V (x)f(x). If V is bounded and continuous
on Rn, then B is bounded on X, so ∆−V , with domain D(∆), generates a
semigroup, as shown in Proposition 9.12 of Appendix A. Thus Proposition
A.2 applies, and we have the following:

Proposition A.4. If X = Lp(Rn), 1 ≤ p < ∞, or X = Co(R
n), and if V

is bounded and continuous on Rn, then, for all f ∈ X,

(A.8) et(∆−V )f = lim
n→∞

(
e(t/n)∆e−(t/n)V

)n

f.

This is the result used in §2. If X = Lp(Rn), p < ∞, we can in fact take
V ∈ L∞(Rn). See the exercises for other extensions of this proposition.
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It will be useful to extend Proposition A.2 to solution operators for time-
dependent evolution equations:

(A.9)
∂u

∂t
= Au + B(t)u, u(0) = f.

We will restrict attention to the special case that A generates a contraction
semigroup and B(t) is a continuous family of bounded operators on a Banach
space X. The solution operator S(t, s) to (A.9), satisfying S(t, s)u(s) =
u(t), can be constructed via the integral equation

(A.10) u(t) = etAf +

∫ t

0

e(t−s)AB(s)u(s) ds,

parallel to the proof of Proposition 9.12 in Appendix A on functional anal-
ysis. We have the following result.

Proposition A.5. If A generates a contraction semigroup and B(t) is a
continuous family of bounded operators on X, then the solution operator
to (A.9) satisfies
(A.11)

S(t, 0)f = lim
t→∞

(
e(t/n)A e(t/n)B((n−1)t/n)

)
· · ·

(
e(t/n)A e(t/n)B(0)

)
f,

for each f ∈ X.

There are n factors in parentheses on the right side of (A.11), the jth
from the right being e(t/n)Ae(t/n)B((j−1)t/n).

The proof has two parts. First, in close parallel to the derivation of
(A.4), we have, for any f ∈ D(A), that the difference between the right
side of (A.11) and

(A.12) e(t/n)(A+B((n−1)t/n)) · · · e(t/n)(A+B(0))f

has norm ≤ n · o(1/n), tending to zero as n → ∞, for t in any bounded
interval [0, T ]. Second, we must compare (A.12) with S(t, 0)f . Now, for
any fixed t > 0, define v(s) on 0 ≤ s ≤ t by

(A.13)
∂v

∂s
= Av + B

(j − 1

n
t
)
v,

j − 1

n
t ≤ s <

j

n
t; v(0) = f.

Thus (A.12) is equal to v(t). Now we can write

(A.14)
∂v

∂s
= Av + B(s)v + R(s)v, v(0) = f,

where, for n large enough, ‖R(s)‖ ≤ ε, for 0 ≤ s ≤ t. Thus

(A.15) v(t) = S(t, 0)f +

∫ t

0

S(t, s)R(s)v(s) ds,

and the last term in (A.15) is small. This establishes (A.11).
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Thus we have the following extension of Proposition A.4. Denote by
BC(Rn) the space of bounded, continuous functions on Rn, with the sup
norm.

Proposition A.6. If X = Lp(Rn), 1 ≤ p < ∞, or X = Co(R
n), and if

V (t) belongs to C
(
[0,∞), BC(Rn)

)
, then the solution operator S(t, 0) to

∂u

∂t
= ∆u − V (t)u

satisfies
(A.16)

S(t, 0)f = lim
n→∞

(
e(t/n)∆e−(t/n)V ((n−1)t/n)

)
· · ·

(
e(t/n)∆e−(t/n)V (0)

)
f,

for all f ∈ X.

To end this appendix, we give an alternative proof of the Trotter product
formula when Au = ∆u and Bu(x) = V (x)u(x), which, while valid for a
more restricted class of functions V (x) than the proof of Proposition A.4,

has some desirable features. Here, we define vk =
(
e(1/n)∆e−(1/n)V

)k

f

and set

(A.17) v(t) = es∆e−sV vk, for t =
k

n
+ s, 0 ≤ s ≤ 1

n
.

We use Duhamel’s principle to compare v(t) with u(t) = et(∆−V )f . Note
that v(t) → vk+1 as t ր (k + 1)/n, and for k/n < t < (k + 1)/n,

(A.18)

∂v

∂t
= ∆v − es∆V e−sV vk

= (∆ − V )v + [V, es∆]e−sV vk.

Thus, by Duhamel’s principle,

(A.19) v(t) = et(∆−V )f +

∫ t

0

e(t−s)(∆−V )R(s) ds,

where

(A.20) R(s) = [V, eσ∆]e−σV vk, for s =
k

n
+ σ, 0 ≤ σ <

1

n
.

We can write [V, eσ∆] = [V, eσ∆ − 1], and hence

(A.21) R(s) = V (eσ∆ − 1)e−σV vk − (eσ∆ − 1)V e−σV vk.

Now, as long as

(A.22) D(∆ − V ) = D(∆) = H2(Rn),

we have, for 0 ≤ γ ≤ 1,

(A.23)
∥∥et(∆−V )

∥∥
L(H−2γ ,L2)

=
∥∥et(∆−V )

∥∥
L(L2,H2γ)

≤ C(T )t−γ ,
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for 0 < t ≤ T . Thus, if we take γ ∈ (0, 1) and t ∈ (0, T ], we have for

(A.24) F (t) =

∫ t

0

e(t−s)(∆−V )R(s) ds,

the estimate

(A.25) ‖F (t)‖L2 ≤ C

∫ t

0

(t − s)−γ ‖R(s)‖H−2γ ds.

We can estimate ‖R(s)‖H−2γ using (A.21), together with the estimate

(A.26)
∥∥eσ∆ − 1

∥∥
L(L2,H−2γ)

≤ C σγ , 0 ≤ γ ≤ 1.

Since σ ∈ [0, 1/n] in (A.21), we have

(A.27)
‖R(s)‖H−2γ ≤ Cn−γϕ(V )‖f‖L2 ,

ϕ(V ) =
(
‖V ‖L(H2γ) + ‖V ‖L∞

)
es‖V ‖L∞ .

Thus, estimating v(t) = u(t) at t = 1, we have

(A.28)
∥∥∥
(
e(1/n)∆e−(1/n)V

)n

f − e(∆−V )f
∥∥∥

L2
≤ Cγϕ(V )‖f‖L2 · n−γ ,

for 0 < γ < 1, provided multiplication by V is a bounded operator on
H2γ(Rn). Note that this holds if DαV ∈ L∞(Rn) for |α| ≤ 2, and

(A.29) ‖V ‖L(H2γ) ≤ C sup
|α|≤2

‖DαV ‖L∞ .

One can similarly establish the estimate

(A.30)
∥∥∥
(
e(t/n)∆e−(t/n)V

)n

f − et(∆−V )f
∥∥∥

L2
≤ C(t)ϕ(V )‖f‖L2 · n−γ .

Exercises

1. Looking at Exercises 2–4 of §2, Chapter 8, extend Proposition A.4 to any V ,
continuous on Rn, such that Re V (x) is bounded from below and |Im V (x)| is
bounded.
(Hint: First apply those exercises directly to the case where V is smooth,
real-valued, and bounded from below.)

2. Let H = L2(R), Af = df/dx, Bf = ixf(x), so etAf(x) = f(x+ t), etBf(x) =
eitxf(x). Show that Theorem A.1 applies to this case, but not Proposition
A.2. Compute both sides of

epA+qBf = lim
n→∞

“
e(p/n)Ae(q/n)B

”n

f,

and verify this identity directly.
Compare with the discussion of the Heisenberg group, in §14 of Chapter 7.

3. Suppose A and B are bounded operators. Show that
‚‚‚et(A+B) −

“
e(t/n)Ae(t/n)B

”n‚‚‚ ≤ Ct

n
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and that
‚‚‚et(A+B) −

“
e(t/2n)Ae(t/n)Be(t/2n)A

”n‚‚‚ ≤ ct

n2
.

(Hint: Use the power series expansions for e(t/n)A, and so forth.)
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