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#### Abstract

We develop the theory of layer potentials and related singular integral operators as a tool to study a variety of elliptic boundary problems on a family of domains introduced by Semmes [101]-[102] and Kenig and Toro [64]-[66], which we call regular Semmes-Kenig-Toro domains. This extends the classic work of Fabes, Jodeit, and Rivière in several ways. For one, the class of domains considered contains the class of $\mathrm{VMO}_{1}$ domains, which in turn contains the class of $C^{1}$ domains. In addition we study not only the Dirichlet and Neumann boundary problems, but also a variety of others. Furthermore, we treat not only constant coefficient operators, but also operators with variable coefficients, including operators on manifolds.
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## 1 Introduction

The original motivation behind the development of Fredholm theory was to use the compactness of various double layer potential operators on smooth domains, arising in mathematical physics, in order to solve boundary value problems via integral equation methods. Indeed, in his 1898 Ph.D. Thesis, Erik Ivar Fredholm himself pioneered the use of such an approach in the study of a problem in elasticity theory. Shortly thereafter, in a paper based on his doctoral dissertation, which appeared in 1900, Fredholm proved his famous theorems for the integral equations associated with the Dirichlet problem for the Laplacian and, in 1906, he used potential theoretic methods in the study of the first basic problem of elasticity theory (for which he utilized the so-called pseudo-stress elastic double layer - cf. the discussion in $\S 6.3$ ). Through the work of Mikhlin and of Calderón and Zygmund and others, integral operators have played a key role in the study of elliptic boundary problems, first for smooth boundaries, and then more recently for rougher boundaries.

In the classical setting of a bounded domain $\Omega$ with smooth boundary, the source of compactness for, say, the harmonic double layer

$$
\begin{equation*}
K f(X):=\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\omega_{n}} \int_{\substack{Y \in \partial \Omega \\|X-Y|>\varepsilon}} \frac{\langle\nu(Y), Y-X\rangle}{|X-Y|^{n+1}} f(Y) d \sigma(Y), \quad X \in \partial \Omega, \tag{1.0.1}
\end{equation*}
$$

on $L^{p}(\partial \Omega, d \sigma), 1<p<\infty$, is the weak singularity of its integral kernel (itself, a consequence of the special algebraic structure of the integral kernel in (1.0.1)). This holds when the boundary has defining functions whose first derivatives have a Hölder, or even Dini, modulus of continuity, but it fails for boundaries that are $C^{1}$ or rougher. See also [9], [69], [80] and the references therein for some related, early developments.

Calderón in [11] initiated a breakthrough, proving $L^{p}$-bounds for Cauchy integral operators on Lipschitz curves with small Lipschitz constant. This was applied in [37] by Fabes, Jodeit, and Rivière, who showed that $K$ in (1.0.1) is compact on $L^{p}(\partial \Omega, d \sigma)$ for each $p \in(1, \infty)$ whenever $\partial \Omega$ is a $C^{1}$ surface. Since then there have been further developments in a number of directions.

In one direction, Coifman, McIntosh, and Meyer [20] extended Calderón's estimate on Cauchy integrals to general Lipschitz curves, and applied this to such results as boundedness of $K$ in (1.0.1) on $L^{p}(\partial \Omega, d \sigma)$ for each $p \in(1, \infty)$, whenever $\partial \Omega$ is a strongly Lipschitz surface. Generally, compactness fails here, but other methods have led to invertibility of various layer potentials and applications to the Dirichlet and Neumann problems, beginning in [116], and extended to other settings and other boundary problems in various papers, including [38], [91], and others.

In another direction, Jerison and Kenig [56] showed that the Poisson kernel $h$ of a bounded $C^{1}$ domain, given by $h_{X}=d \omega^{X} / d \sigma$, the Radon-Nikodym derivative of harmonic measure with pole at $X$ with respect to surface measure, has the property

$$
\begin{equation*}
\log h_{X} \in \operatorname{VMO}(\partial \Omega, d \sigma), \quad \forall X \in \Omega . \tag{1.0.2}
\end{equation*}
$$

Then Kenig and Toro [65] demonstrated (1.0.2) for a much larger class of domains, namely for what they called chord-arc domains with vanishing constant (which we call here regular Semmes-KenigToro domains, or, briefly, regular SKT domains), and in [66] they proved the converse.

In a third direction, Hofmann [50] established compactness of $K$ when $\partial \Omega$ is a $\mathrm{VMO}_{1}$ domain. The work of Kenig and Toro mentioned above leads one to speculate that such compactness might hold on regular SKT domains, and indeed one of the central results of the current paper is that this is true.

Yet another direction has led to $L^{p}$-boundedness of such singular integral operators as $K$ on surfaces more general than the boundaries of Lipschitz domains. Works of David [28], [29], [30], of David-Jerison [31], and of David-Semmes [33], [34], and Semmes [100] yield such boundedness when the surface $\Sigma$ is Ahlfors regular and has "big pieces of Lipschitz surfaces," in a uniform manner; one calls $\Sigma$ a uniformly rectifiable surface. (See $\S 2$ and $\S 3$ for definitions of these terms.) This work has interfaced tightly with geometric measure theory, but until now it has not been applied to problems in PDE.

Our aim here is to find the optimal geometric measure theoretic context in which Fredholm theory can be successfully implemented, along the lines of its original development, for solving boundary value problems with $L^{p}$ data via the method of layer potentials. In the process, we forge new links between the analysis of singular integral operators on uniformly rectifiable surfaces, and in particular on regular SKT domains, and problems in PDE, notably boundary problems for the Laplace operator and other second order elliptic operators, including systems. The following is the structure of the rest of this paper.

Section 2 discusses Ahlfors regular domains. There are several reasons to start here. For one, Ahlfors regularity is the first part of the defining property of uniform rectifiability. For another, it is a natural general setting in which weakly singular integral operators can be shown to be compact (cf. §5.1). Also it is a setting in which the harmonic analysis of [23] applies, which is useful in several respects. In addition, as shown in $\S 2.3$, it is a natural setting for a version of Green's formula that
will play an important role further on. In $\S 2.4$ we gather some results on analysis on spaces of homogeneous type. In $\S 2.5$ we show that surfaces that are locally graphs of $\mathrm{BMO}_{1}$ functions are Ahlfors regular.

In $\S 3$ we define uniformly rectifiable sets and UR domains. We discuss sufficient conditions for a domain $\Omega$ to be a UR domain, such as conditions involving Ahlfors regularity and the NTA condition, or the more general John condition. We recall basic singular integral estimates of David and colleagues, and supplement them with nontangential maximal function estimates. The major effort in this section is devoted to establishing nontangential convergence at the boundary of appropriate classes of layer potentials applied to elements of $L^{p}(\partial \Omega, d \sigma)$.

In $\S 4$ we define SKT domains (called chord arc domains in [101]-[102] and [64]-[66]) and regular SKT domains, and recall some of their basic properties. We produce further equivalent characterizations of regular SKT domains, based on a Poincaré inequality and a careful analysis of the Semmes decomposition. One notable characterization is that the domain satisfies a two-sided John condition (which is the case if the domain in question is two-sided NTA), is Ahlfors regular, and its unit normal $\nu$ belongs to $\operatorname{VMO}(\partial \Omega, d \sigma)$. Making use of the Poincaré inequality of $\S 4.2$, we also show that the $L^{p}$-Sobolev space $L_{1}^{p}(\partial \Omega)$ is isomorphic to the space $W^{p, 1}(\partial \Omega)$ defined for general metric measure spaces by Hajłasz [46], which will prove useful. From here we proceed to the main goal in $\S 4$, which is the proof of compactness on $L^{p}(\partial \Omega, d \sigma)$ of a class of operators including $K$ in (1.0.1) in case $\Omega$ is a regular SKT domain. We also establish the converse result, that if $\Omega$ is a UR domain (satisfying a two-sided John condition) for which such a class of operators (together with a natural class of commutators) is compact, then $\Omega$ must be a regular SKT domain, thus completing this circle of compactness results.

In $\S 4$ we also define the class of $\varepsilon$-regular SKT domains, replacing the property that $\nu \in$ $\operatorname{VMO}(\partial \Omega, d \sigma)$ by the property

$$
\begin{equation*}
\operatorname{dist}(\nu, \mathrm{VMO}(\partial \Omega, d \sigma))<\varepsilon \tag{1.0.3}
\end{equation*}
$$

where the distance is measured in the BMO -norm. The compactness results described above extend to results of the sort that such operators as $K$ have small norm modulo compacts if $\Omega$ is an $\varepsilon$-regular SKT domain for small $\varepsilon$.

Sections 5-7 apply these results to boundary problems for second order elliptic PDE on $\varepsilon$-regular SKT domains. Section 5 deals with the Dirichlet and Neumann problem for the Laplace operator. We go beyond the constant coefficient case, and in the spirit of work developed in [91]-[93], work on domains in a manifold, endowed with a Riemannian metric tensor whose components have a certain Dini-type modulus of continuity. In $\S \S 6-7$ we explore various systems, particularly the Lamé system, the Stokes system, and the Maxwell system, and natural boundary problems that arise for such systems. We present general results (on invertibility of boundary integral equations, etc.) in $\S 6$ and concentrate on applications to these specific cases of boundary problems in $\S 7$.

## 2 Finite perimeter domains, Ahlfors regular domains, and $\mathrm{BMO}_{1}$ domains

As noted in the introduction, we are engaged in analysis on a domain $\Omega$ whose boundary $\partial \Omega$ satisfies certain weak forms of regularity. One of the conditions is that $\partial \Omega$ be Ahlfors regular. In $\S 2.1$, we define Ahlfors regularity and record a fundamental result on the Hardy-Littlewood maximal function applied to functions on Ahlfors regular surfaces. We then define the nontangential maximal
function $\mathcal{N} u$ associated to a function $u \in C^{0}(\Omega)$ and establish a basic result to the effect that $\|\mathcal{N} u\|_{L^{p}(\partial \Omega, d \sigma)}$ depends only weakly on the choice of definition of nontangential approach region.

The next two subsections are devoted to versions of the Gauss-Green formula. This formula is crucial in the study of layer potentials for two distinct reasons. One, pursued in $\S 3$, is to provide a tool for proving jump relations for layer potentials. The other, pursued in $\S 5$ and $\S 6$, is to yield a Green formula for certain functions given as layer potentials, which in turn implies injectivity (and hence, in connection with other arguments, invertibility) of certain layer potential operators, key to our attack on elliptic boundary problems. In $\S 2.2$ we discuss the validity of a Green formula of the form

$$
\begin{equation*}
\int_{\Omega} \operatorname{div} v d x=\int_{\partial * \Omega}\langle\nu, v\rangle d \sigma, \tag{2.0.1}
\end{equation*}
$$

for $\Omega$ having locally finite perimeter, valid for a compactly supported Lipschitz vector field $v$. Results here are due to Federer and De Giorgi. These results are adequate for applications in §3. For applications in $\S 5$ and $\S 6$, we need such an identity for a larger class of $v$. We establish such an identity in $\S 2.3$, in the case when $\Omega$ is Ahlfors regular.

Section 2.4 discusses general results on spaces of homogeneous type, including Ahlfors regular surfaces. This includes discussions of Hardy spaces and spaces BMO and VMO on such surfaces. In $\S 2.5$ we introduce $\mathrm{BMO}_{1}$ domains and show they are Ahlfors regular.

### 2.1 Ahlfors regular domains and nontangential maximal functions

A closed set $\Sigma \subset \mathbb{R}^{n+1}$ is said to be Ahlfors regular provided there exist $0<a \leq b<\infty$ such that

$$
\begin{equation*}
a r^{n} \leq \mathcal{H}^{n}(B(X, r) \cap \Sigma) \leq b r^{n} \tag{2.1.1}
\end{equation*}
$$

for each $X \in \Sigma, r \in(0, \infty)$ (if $\Sigma$ is unbounded), where $\mathcal{H}^{n}$ denotes $n$-dimensional Hausdorff measure and $B(X, r):=\left\{Y \in \mathbb{R}^{n+1}:|X-Y|<r\right\}$. If $\Sigma$ is compact, we require (2.1.1) only for $r \in(0,1]$. Nonetheless, (2.1.1) continues to hold in this case (albeit with possibly different constants) for each $0<r<\operatorname{diam} \Sigma$. It should be pointed out that Ahlfors regularity is not a regularity property per se, but rather a scale-invariant way of expressing the fact that the set in question is $n$-dimensional.

An open set $\Omega \subset \mathbb{R}^{n+1}$ is said to be an Ahlfors regular domain provided $\partial \Omega$ is Ahlfors regular. Most of our analysis will be done on Ahlfors regular domains. Note that if (2.1.1) holds then (cf. Theorem 4 on p. 61 in [36]),

$$
\begin{equation*}
\sigma:=\mathcal{H}^{n}\lfloor\Sigma \text { is a Radon, doubling measure. } \tag{2.1.2}
\end{equation*}
$$

Hence fundamental results of [23] (cf. the discussion on p.624) yield the following.
Proposition 2.1.1 An Ahlfors regular surface $\Sigma \subset \mathbb{R}^{n+1}$ is a space of homogeneous type (in the sense of Coifman-Weiss), when equipped with the Euclidean distance and the measure $\sigma=\mathcal{H}^{n}\lfloor\Sigma$. In particular, the associated Hardy-Littlewood maximal operator

$$
\begin{equation*}
\mathcal{M} f(X):=\sup _{r>0} f_{Y \in \Sigma:|X-Y|<r}|f(Y)| d \sigma(Y), \quad X \in \Sigma, \tag{2.1.3}
\end{equation*}
$$

is bounded on $L^{p}(\Sigma, d \sigma)$ for each $p \in(1, \infty)$. Here and elsewhere, the barred integral denotes averaging (with the convention that this is zero if the set in question has zero measure). Furthermore, there exists $C=C(\Sigma) \in(0, \infty)$ such that

$$
\begin{equation*}
\sigma(\{X \in \Sigma: \mathcal{M} f(X)>\lambda\}) \leq C \lambda^{-1}\|f\|_{L^{1}(\Sigma, d \sigma)} \tag{2.1.4}
\end{equation*}
$$

for every $f \in L^{1}(\Sigma, d \sigma)$ and $\lambda>0$.
We will say more about spaces of homogeneous type in $\S 2.4$. We now turn to the notion of the non-tangential maximal operator, applied to functions on an open set $\Omega \subset \mathbb{R}^{n+1}$. To define this, fix $\alpha>0$ and for each boundary point $Z \in \partial \Omega$ introduce the non-tangential approach region

$$
\begin{equation*}
\Gamma(Z):=\Gamma_{\alpha}(Z):=\{X \in \Omega:|X-Z|<(1+\alpha) \operatorname{dist}(X, \partial \Omega)\} \tag{2.1.5}
\end{equation*}
$$

It should be noted that, under the current hypotheses, it could happen that $\Gamma(Z)=\emptyset$ for points $Z \in \partial \Omega$. (This point will be discussed further in $\S 2.3$.)

Next, for $u: \Omega \rightarrow \mathbb{R}$, we define the non-tangential maximal function of $u$ by

$$
\begin{equation*}
\mathcal{N} u(Z):=\mathcal{N}_{\alpha} u(Z):=\sup \left\{|u(X)|: X \in \Gamma_{\alpha}(Z)\right\}, \quad Z \in \partial \Omega \tag{2.1.6}
\end{equation*}
$$

Here and elsewhere in the sequel, we make the convention that $\mathcal{N} u(Z)=0$ whenever $Z \in \partial \Omega$ is such that $\Gamma(Z)=\emptyset$.

The following result implies that the choice of $\alpha$ plays a relatively minor role when measuring the size of the nontangential maximal function in $L^{p}(\partial \Omega, d \sigma)$.

Proposition 2.1.2 Assume $\Omega \subset \mathbb{R}^{n+1}$ is open and Ahlfors regular. Then for every $\alpha, \beta>0$ and $0<p<\infty$ there exist $C_{0}, C_{1}>0$ such that

$$
\begin{equation*}
C_{0}\left\|\mathcal{N}_{\alpha} u\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq\left\|\mathcal{N}_{\beta} u\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C_{1}\left\|\mathcal{N}_{\alpha} u\right\|_{L^{p}(\partial \Omega, d \sigma)} \tag{2.1.7}
\end{equation*}
$$

for each function $u$.
Proof. We adapt a well-known point-of-density argument of Fefferman and Stein [42] (cf. also [108]). Specifically, fix $\lambda>0$ and consider the open subset of $\partial \Omega$ given by

$$
\begin{equation*}
\mathcal{O}_{\alpha}:=\left\{X \in \partial \Omega: \sup \left\{|u(Y)|: Y \in \Gamma_{\alpha}(X)\right\}>\lambda\right\} \tag{2.1.8}
\end{equation*}
$$

As a consequence, $A:=\partial \Omega \backslash \mathcal{O}_{\alpha}$ is closed. For each $\gamma \in(0,1)$ we then set

$$
\begin{equation*}
A_{\gamma}^{*}:=\{X \in \partial \Omega: \sigma(A \cap \Delta(X, r)) \geq \gamma \sigma(\Delta(X, r)), \quad \forall r>0\} \tag{2.1.9}
\end{equation*}
$$

where $\Delta(X, r):=B(X, r) \cap \partial \Omega$. That is, $A_{\gamma}^{*}$ is the collection of points of (global) $\gamma$-density for the set $A$.

We now claim that there exists $\gamma \in(0,1)$ such that

$$
\begin{equation*}
\mathcal{O}_{\beta} \subseteq \partial \Omega \backslash A_{\gamma}^{*} \tag{2.1.10}
\end{equation*}
$$

To justify this inclusion, fix an arbitrary point $X \in \mathcal{O}_{\beta}$. Then there exists $Y \in \Gamma_{\beta}(X)$ such that $|u(Y)|>\lambda$ and we select $\bar{Y} \in \partial \Omega$ such that $|Y-\bar{Y}|=\operatorname{dist}(Y, \partial \Omega)$. We now make two observations of geometrical nature. First,

$$
\begin{equation*}
Z \in \Delta(\bar{Y}, \alpha|Y-\bar{Y}|) \Longrightarrow Y \in \Gamma_{\alpha}(Z) . \tag{2.1.11}
\end{equation*}
$$

Indeed, if $Z \in \partial \Omega$ and $|Z-\bar{Y}|<\alpha|Y-\bar{Y}|$ then

$$
\begin{equation*}
|Z-Y| \leq|Z-\bar{Y}|+|\bar{Y}-Y|<\alpha|Y-\bar{Y}|+|Y-\bar{Y}|=(1+\alpha) \operatorname{dist}(Y, \partial \Omega) \tag{2.1.12}
\end{equation*}
$$

i.e., $Y \in \Gamma_{\alpha}(Z)$, as desired. Our second observation is that

$$
\begin{equation*}
\Delta(\bar{Y}, \alpha|Y-\bar{Y}|) \subseteq \Delta(X,(2+\alpha+\beta)|Y-\bar{Y}|) . \tag{2.1.13}
\end{equation*}
$$

To see this, we note that if $Z \in \partial \Omega$ and $|Z-\bar{Y}|<\alpha|Y-\bar{Y}|$ then

$$
\begin{align*}
|X-Z| & \leq|X-Y|+|Y-\bar{Y}|+|\bar{Y}-Z| \\
& \leq(1+\beta) \operatorname{dist}(Y, \partial \Omega)+(1+\alpha)|Y-\bar{Y}|=(2+\alpha+\beta)|Y-\bar{Y}| . \tag{2.1.14}
\end{align*}
$$

In concert, (2.1.11), (2.1.13) and the fact that $|u(Y)|>\lambda$ yield

$$
\begin{equation*}
\Delta(\bar{Y}, \alpha|Y-\bar{Y}|) \subseteq \mathcal{O}_{\alpha} \cap \Delta(X,(2+\alpha+\beta)|Y-\bar{Y}|) \tag{2.1.15}
\end{equation*}
$$

so that, thanks to the estimate (2.1.1) defining Ahlfors regularity,

$$
\begin{align*}
\frac{\sigma\left(\mathcal{O}_{\alpha} \cap \Delta(X,(2+\alpha+\beta)|Y-\bar{Y}|)\right)}{\sigma(\Delta(X,(2+\alpha+\beta)|Y-\bar{Y}|))} & \geq \frac{\sigma(\Delta(\bar{Y}, \alpha|Y-\bar{Y}|))}{\sigma(\Delta(X,(2+\alpha+\beta)|Y-\bar{Y}|))} \\
& \geq c\left(\frac{\alpha}{2+\alpha+\beta}\right)^{n} \tag{2.1.16}
\end{align*}
$$

where $c$ is a small, positive constant which depends only on $\Omega$ and $n$. In particular, if we set $r:=(2+\alpha+\beta)|Y-\bar{Y}|$, then

$$
\begin{equation*}
\frac{\sigma(A \cap \Delta(X, r))}{\sigma(\Delta(X, r))} \leq 1-c\left(\frac{\alpha}{2+\alpha+\beta}\right)^{n} \tag{2.1.17}
\end{equation*}
$$

Thus, if we select $\gamma$ such that $1-c\left(\frac{\alpha}{2+\alpha+\beta}\right)^{n}<\gamma<1$, then (2.1.17) entails $X \notin A_{\gamma}^{*}$. This proves the claim (2.1.10).

Let $\mathcal{M}$ be the Hardy-Littlewood maximal operator associated as in (2.1.3) to $\Sigma:=\partial \Omega$. Then, based on (2.1.10) and (2.1.4), we may write

$$
\begin{align*}
\sigma\left(\mathcal{O}_{\beta}\right) & \leq \sigma\left(\partial \Omega \backslash A_{\gamma}^{*}\right)=\sigma\left(\left\{X \in \partial \Omega: \mathcal{M}\left(\mathbf{1}_{\partial \Omega \backslash A}\right)(X)>1-\gamma\right\}\right) \\
& \leq \frac{C}{1-\gamma} \sigma(\partial \Omega \backslash A)=C(\Omega, \gamma) \sigma\left(\mathcal{O}_{\alpha}\right) \tag{2.1.18}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\sigma\left(\mathcal{O}_{\beta}\right) \leq C(\Omega, \alpha, \beta) \sigma\left(\mathcal{O}_{\alpha}\right) \tag{2.1.19}
\end{equation*}
$$

and (2.1.7) readily follows from this.

### 2.2 Finite perimeter domains and Green's formula

Let $\Omega \subset \mathbb{R}^{m}$ be open. We say $\Omega$ has locally finite perimeter provided

$$
\begin{equation*}
\mu:=\nabla \mathbf{1}_{\Omega} \tag{2.2.1}
\end{equation*}
$$

is a locally finite $\mathbb{R}^{m}$-valued measure. It follows from the Radon-Nikodym theorem that $\mu=-\nu \sigma$, where $\sigma$ is a locally finite positive measure, supported on $\partial \Omega$, and $\nu \in L^{\infty}(\partial \Omega, \sigma)$ is an $\mathbb{R}^{m}$-valued function, satisfying $|\nu(x)|=1, \sigma$-a.e. It then follows from the Besicovitch differentiation theorem that

$$
\begin{equation*}
\lim _{r \rightarrow 0} \frac{1}{\sigma\left(B_{r}(x)\right)} \int_{B_{r}(x)} \nu d \sigma=\nu(x) \tag{2.2.2}
\end{equation*}
$$

for $\sigma$-a.e. $x$.
Via distribution theory, we can restate (2.2.1) as follows. Take a vector field $v \in C_{0}^{\infty}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$. Then

$$
\begin{equation*}
\left\langle\operatorname{div} v, \mathbf{1}_{\Omega}\right\rangle=-\left\langle v, \nabla \mathbf{1}_{\Omega}\right\rangle . \tag{2.2.3}
\end{equation*}
$$

Hence (2.2.1) is equivalent to

$$
\begin{equation*}
\int_{\Omega} \operatorname{div} v d x=\int_{\partial \Omega}\langle\nu, v\rangle d \sigma, \quad \forall v \in C_{0}^{\infty}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right) \tag{2.2.4}
\end{equation*}
$$

Works of Federer and of De Giorgi produced the following results on the structure of $\sigma$, when $\Omega$ has locally finite perimeter. First,

$$
\begin{equation*}
\sigma=\mathcal{H}^{m-1}\left\lfloor\partial^{*} \Omega\right. \tag{2.2.5}
\end{equation*}
$$

where $\mathcal{H}^{m-1}$ is $(m-1)$-dimensional Hausdorff measure and $\partial^{*} \Omega \subset \partial \Omega$ is the reduced boundary of $\Omega$, defined as

$$
\begin{equation*}
\partial^{*} \Omega:=\{x:(2.2 .2) \text { holds, with }|\nu(x)|=1\} . \tag{2.2.6}
\end{equation*}
$$

(It follows from the remarks leading up to (2.2.2) that $\sigma$ is supported on $\partial^{*} \Omega$.) Second, $\partial^{*} \Omega$ is countably rectifiable; it is a countable disjoint union

$$
\begin{equation*}
\partial^{*} \Omega=\bigcup_{k} M_{k} \cup N, \tag{2.2.7}
\end{equation*}
$$

where each $M_{k}$ is a compact subset of an $(m-1)$-dimensional $C^{1}$ surface (to which $\nu$ is normal in the usual sense), and $\mathcal{H}^{m-1}(N)=0$. Given (2.2.5), the identity (2.2.4) yields the Gauss-Green formula

$$
\begin{equation*}
\int_{\Omega} \operatorname{div} v d x=\int_{\partial^{*} \Omega}\langle\nu, v\rangle d \mathcal{H}^{m-1}, \tag{2.2.8}
\end{equation*}
$$

for $v \in C_{0}^{\infty}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$. Third, there exist constants $C_{m} \in(1, \infty)$ such that

$$
\begin{equation*}
C_{m}^{-1} \leq \liminf _{r \rightarrow 0^{+}} r^{-(m-1)} \sigma\left(B_{r}(x)\right) \leq \limsup _{r \rightarrow 0^{+}} r^{-(m-1)} \sigma\left(B_{r}(x)\right) \leq C_{m} \tag{2.2.9}
\end{equation*}
$$

for each $x \in \partial^{*} \Omega$ (which, informally speaking, can be thought of as an infinitesimal Ahlfors regularity conditions).

It is also useful to record some results on sets $\partial_{*} \Omega \supset \partial_{0} \Omega \supset \partial^{*} \Omega$, which will be formally introduced shortly (cf. (2.2.14) and (2.2.12) below). Good references for this material, as well as the results stated above, are [41], [36], and [118]. First, given a unit vector $\nu_{E}$ and $x \in \partial \Omega$, set

$$
\begin{equation*}
H_{\nu_{E}}^{ \pm}(x)=\left\{y \in \mathbb{R}^{m}: \pm\left\langle\nu_{E}, y-x\right\rangle \geq 0\right\} . \tag{2.2.10}
\end{equation*}
$$

Then (cf. [36], p. 203), for $x \in \partial^{*} \Omega, \Omega^{+}:=\Omega, \Omega^{-}:=\mathbb{R}^{m} \backslash \Omega$, one has

$$
\begin{equation*}
\lim _{r \rightarrow 0} r^{-m} \mathcal{L}^{m}\left(B_{r}(x) \cap \Omega^{ \pm} \cap H_{\nu_{E}}^{ \pm}(x)\right)=0, \tag{2.2.11}
\end{equation*}
$$

when $\nu_{E}=\nu(x)$ is given by (2.2.2). Here $\mathcal{L}^{m}$ denotes the Lebesgue measure on $\mathbb{R}^{m}$. More generally, a unit vector $\nu_{E}$ for which (2.2.11) holds is called the measure-theoretic outer normal to $\Omega$ at $x$. It is easy to show that if such $\nu_{E}$ exists it is unique. With $\nu_{E}(x)$ denoting the measure-theoretic outer normal, if we now define

$$
\begin{equation*}
\partial_{0} \Omega:=\{x \in \partial \Omega:(2.2 .11) \text { holds }\}, \tag{2.2.12}
\end{equation*}
$$

we may then conclude that

$$
\begin{equation*}
\partial_{0} \Omega \supset \partial^{*} \Omega \quad \text { and } \quad \nu_{E}(x)=\nu(x) \quad \text { on } \quad \partial^{*} \Omega . \tag{2.2.13}
\end{equation*}
$$

Next, we define the measure-theoretic boundary of $\Omega$ by

$$
\begin{equation*}
\partial_{*} \Omega:=\left\{x \in \partial \Omega: \limsup _{r \rightarrow 0} r^{-m} \mathcal{L}^{m}\left(B_{r}(x) \cap \Omega^{ \pm}\right)>0\right\} . \tag{2.2.14}
\end{equation*}
$$

It is clear that $\partial_{*} \Omega \supset \partial_{0} \Omega$. Furthermore (cf. [36], p. 208) one has

$$
\begin{equation*}
\mathcal{H}^{m-1}\left(\partial_{*} \Omega \backslash \partial^{*} \Omega\right)=0 \tag{2.2.15}
\end{equation*}
$$

Consequently the Green formula (2.2.8) can be rewritten

$$
\begin{equation*}
\int_{\Omega} \operatorname{div} v d x=\int_{\partial_{*} \Omega}\langle\nu, v\rangle d \mathcal{H}^{m-1} \tag{2.2.16}
\end{equation*}
$$

for $v \in C_{0}^{\infty}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$. The advantage of (2.2.16) is that the definition of $\partial_{*} \Omega$ is more straightforward and geometrical than is that of $\partial^{*} \Omega$. Note that $\partial_{*} \Omega$ is well defined whether or not $\Omega$ has locally finite perimeter. It is known that
$\Omega$ has locally finite perimeter $\Longleftrightarrow \mathcal{H}^{m-1}\left(\partial_{*} \Omega \cap \mathcal{K}\right)<\infty, \forall \mathcal{K} \subset \mathbb{R}^{m}$ compact.
Cf. [36], p. 222. In general $\partial \Omega \backslash \partial_{*} \Omega$ can be quite large. It is of interest to know conditions under which $\mathcal{H}^{m-1}\left(\partial \Omega \backslash \partial_{*} \Omega\right)=0$. We will comment further on this later on.

We next discuss an important class of domains with locally finite perimeter. Let $\Omega \subset \mathbb{R}^{m}$ be the region over the graph of a function $A: \mathbb{R}^{m-1} \rightarrow \mathbb{R}$ :

$$
\begin{equation*}
\Omega=\left\{x \in \mathbb{R}^{m}: x_{m}>A\left(x^{\prime}\right)\right\}, \tag{2.2.18}
\end{equation*}
$$

where $x=\left(x^{\prime}, x_{m}\right)$. We have:
Proposition 2.2.1 Given a function

$$
\begin{equation*}
A \in C^{0}\left(\mathbb{R}^{m-1}\right), \quad \nabla A \in L_{l o c}^{1}\left(\mathbb{R}^{m-1}\right) \tag{2.2.19}
\end{equation*}
$$

then $\Omega$ defined as in (2.2.18) has locally finite perimeter.
For the reader's convenience we include a proof of this result, which is more than sufficient for use on $\mathrm{BMO}_{1}$ domains. A more elaborate result, treating graphs of BV functions, is given in [41], §4.5.9.

Proof. Pick $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{m-1}\right)$ such that $\int \psi\left(x^{\prime}\right) d x^{\prime}=1$, define $\psi_{k}\left(x^{\prime}\right)=k^{m-1} \psi\left(k x^{\prime}\right), k \in \mathbb{N}$, and set $A_{k}=\psi_{k} * A$,

$$
\begin{equation*}
\Omega_{k}=\left\{x \in \mathbb{R}^{m}: x_{m}>A_{k}\left(x^{\prime}\right)\right\} . \tag{2.2.20}
\end{equation*}
$$

Clearly

$$
\begin{equation*}
A_{k} \longrightarrow A, \quad \text { locally, uniformly, } \tag{2.2.21}
\end{equation*}
$$

so

$$
\begin{equation*}
\mathbf{1}_{\Omega_{k}} \longrightarrow \mathbf{1}_{\Omega} \text { in } L_{l o c}^{1}\left(\mathbb{R}^{m}\right) \tag{2.2.22}
\end{equation*}
$$

Hence $\nabla \mathbf{1}_{\Omega_{k}} \rightarrow \nabla \mathbf{1}_{\Omega}$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{m}\right)$. Also

$$
\begin{equation*}
\nabla \mathbf{1}_{\Omega_{k}}=-\nu_{k} \sigma_{k}, \tag{2.2.23}
\end{equation*}
$$

where $\sigma_{k}$ is surface area on

$$
\begin{equation*}
\Sigma_{k}=\left\{x \in \mathbb{R}^{m}: x_{m}=A_{k}\left(x^{\prime}\right)\right\} \tag{2.2.24}
\end{equation*}
$$

given in $x^{\prime}$-coordinates by

$$
\begin{equation*}
d \sigma_{k}\left(x^{\prime}\right)=\sqrt{1+\left|\nabla A_{k}\left(x^{\prime}\right)\right|^{2}} d x^{\prime} \tag{2.2.25}
\end{equation*}
$$

and $\nu_{k}$ is the downward-pointing unit normal to the surface $\Sigma_{k}$. The hypothesis (2.2.19) implies that $\left\{\nu_{k} \sigma_{k}: k \geq 1\right\}$ is a bounded set of $\mathbb{R}^{m}$-valued measures on each set $B_{R}=\left\{x \in \mathbb{R}^{m}:|x| \leq R\right\}$, so passing to the limit gives

$$
\begin{equation*}
\nabla \mathbf{1}_{\Omega}=\mu \tag{2.2.26}
\end{equation*}
$$

where $\mu$ is a locally finite $\mathbb{R}^{m}$-valued measure. This proves the proposition.
The measure $\mu$ in (2.2.26) has the form $\mu=-\nu \sigma$, as described after (2.2.1). To obtain a more explicit formula, we invoke (2.2.4),

$$
\begin{equation*}
\int_{\Omega} \operatorname{div} v d x=\int_{\partial \Omega}\langle\nu, v\rangle d \sigma \tag{2.2.27}
\end{equation*}
$$

together with the elementary identity

$$
\begin{equation*}
\int_{\Omega_{k}} \operatorname{div} v d x=\int_{\mathbb{R}^{m-1}}\left\langle\left(\nabla A_{k}\left(x^{\prime}\right),-1\right), v\left(x^{\prime}, A_{k}\left(x^{\prime}\right)\right)\right\rangle d x^{\prime} \tag{2.2.28}
\end{equation*}
$$

valid for each $v \in C_{0}^{\infty}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$ and $k \in \mathbb{N}$. As $k \rightarrow \infty$, the left side of (2.2.28) converges to the left side of (2.2.27), while the right side of (2.2.28) converges to

$$
\begin{equation*}
\int_{\mathbb{R}^{m-1}}\left\langle\left(\nabla A\left(x^{\prime}\right),-1\right), v\left(x^{\prime}, A\left(x^{\prime}\right)\right)\right\rangle d x^{\prime} \tag{2.2.29}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\int_{\partial \Omega}\langle\nu, v\rangle d \sigma=\int_{\mathbb{R}^{m-1}}\left\langle\tilde{\nu}\left(x^{\prime}\right), v\left(x^{\prime}, A\left(x^{\prime}\right)\right)\right\rangle d \sigma\left(x^{\prime}\right), \tag{2.2.30}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\nu}\left(x^{\prime}\right):=\frac{\left(\nabla A\left(x^{\prime}\right),-1\right)}{\sqrt{1+\left|\nabla A\left(x^{\prime}\right)\right|^{2}}}, \quad d \sigma\left(x^{\prime}\right):=\sqrt{1+\left|\nabla A\left(x^{\prime}\right)\right|^{2}} d x^{\prime} \tag{2.2.31}
\end{equation*}
$$

The formula (2.2.30) is valid for all $v \in C_{0}^{\infty}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$, hence for all $v \in C_{0}^{0}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$.
Formulas (2.2.30)-(2.2.31) identify the integral of a class of functions (of the form $\langle\nu, v\rangle$ ) against $d \sigma$. Given that $v$ can be any vector field in $C_{0}^{0}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$, they amount to an identity of two vector measures, namely

$$
\begin{equation*}
\nu d \sigma=\nu^{\prime} d \sigma^{\prime} \tag{2.2.32}
\end{equation*}
$$

where $\nu^{\prime}(X)=\left(\nabla A\left(x^{\prime}\right),-1\right) / \sqrt{1+\left|\nabla A\left(x^{\prime}\right)\right|^{2}}$ if $X=\left(x^{\prime}, A\left(x^{\prime}\right)\right) \in \partial \Omega$, and we have temporarily denoted by $\sigma^{\prime}$ the push-forward of $\sqrt{1+|\nabla A|^{2}} d x^{\prime}$ to the boundary of $\Omega$ via the mapping $x^{\prime} \mapsto$ $\left(x^{\prime}, A\left(x^{\prime}\right)\right)$. Since the total variation measure of the left side of (2.2.32) is $\sigma$ and the total variation measure of the right side is $\sigma^{\prime}$, one arrives at

$$
\begin{equation*}
\sigma=\sigma^{\prime}, \quad \text { and } \quad \nu=\nu^{\prime} \quad \sigma \text {-a.e. } \tag{2.2.33}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\sigma\left(\left\{\left(x^{\prime}, A\left(x^{\prime}\right)\right): x^{\prime} \in \mathcal{O}\right\}\right)=\int_{\mathcal{O}} \sqrt{1+\left|\nabla A\left(x^{\prime}\right)\right|^{2}} d x^{\prime}, \quad \text { for every Borel set } \mathcal{O} \subseteq \mathbb{R}^{m-1} \tag{2.2.34}
\end{equation*}
$$

Remark. At this point we can invoke (2.2.5), to get

$$
\begin{equation*}
\int_{\partial^{*} \Omega}\langle\nu, v\rangle d \mathcal{H}^{m-1}=\int_{\mathbb{R}^{m-1}}\left\langle\tilde{\nu}\left(x^{\prime}\right), v\left(x^{\prime}, A\left(x^{\prime}\right)\right)\right\rangle d \sigma\left(x^{\prime}\right), \tag{2.2.35}
\end{equation*}
$$

for each $v \in C_{0}^{0}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$.
It is also of interest to see how the decomposition (2.2.7), asserting countable rectifiability, arises in the context of (2.2.18)-(2.2.19). For simplicity, assume $A$ has compact support. Then set

$$
\begin{equation*}
f:=|A|+|\nabla A|, \quad g:=\mathcal{M} f \tag{2.2.36}
\end{equation*}
$$

the latter being the Hardy-Littlewood maximal function in $\mathbb{R}^{m-1}$, and for $\lambda>0$ take

$$
\begin{equation*}
R^{\lambda}:=\left\{x \in \mathbb{R}^{m-1}: g(x) \leq \lambda\right\} \tag{2.2.37}
\end{equation*}
$$

Then $\mathcal{L}^{m-1}\left(\mathbb{R}^{m-1} \backslash R^{\lambda}\right) \leq C \lambda^{-1}\|f\|_{L^{1}}$, and an argument involving the Poincaré inequality yields

$$
\begin{equation*}
x, y \in R^{\lambda} \Longrightarrow|A(x)| \leq \lambda \text { and }|A(x)-A(y)| \leq C \lambda|x-y| . \tag{2.2.38}
\end{equation*}
$$

Using this one writes $\partial \Omega=\cup_{k} L_{k} \cup \widetilde{N}$, where each $L_{k}$ is a Lipschitz graph and $\sigma(\widetilde{N})=0$. Passing to (2.2.7) is then done by decomposing each Lipschitz graph into a countable union of $C^{1}$ graphs plus a negligible remainder, via Rademacher's theorem and Whitney's theorem. See $\S 6.6$ of [36] for details.

Regarding the issue of $\partial \Omega$ versus $\partial_{*} \Omega$, it is clear that $\partial \Omega=\partial_{*} \Omega$ whenever $A$ is locally Lipschitz. For more general $A$ satisfying (2.2.19), we have the following, which is a consequence of the main results of [114] and [40].

Proposition 2.2.2 If $\Omega$ is the region in $\mathbb{R}^{m}$ over the graph of a function $A$ satisfying (2.2.19), then

$$
\begin{equation*}
\mathcal{H}^{m-1}\left(\partial \Omega \backslash \partial_{*} \Omega\right)=0 . \tag{2.2.39}
\end{equation*}
$$

Proof. Given a "rectangle" $Q=I_{1} \times \cdots \times I_{m-1} \subset \mathbb{R}^{m-1}$, a product of compact intervals, set $K_{Q}=Q \times \mathbb{R}$. Given the formula (2.2.31) for $\sigma$, it follows from Theorem 3.17 of [114] that

$$
\begin{equation*}
\sigma\left(\partial \Omega \cap K_{Q}\right)=\mathcal{I}^{m-1}\left(\partial \Omega \cap K_{Q}\right) \tag{2.2.40}
\end{equation*}
$$

where $\mathcal{I}^{m-1}$ denotes $(m-1)$-dimensional integral-geometric measure. Furthermore, it is shown in [40] that

$$
\begin{equation*}
\mathcal{H}^{m-1}\left(\partial \Omega \cap K_{Q}\right)=\mathcal{I}^{m-1}\left(\partial \Omega \cap K_{Q}\right) . \tag{2.2.41}
\end{equation*}
$$

On the other hand, we have from (2.2.5) that $\sigma\left(\partial \Omega \cap K_{Q}\right)=\mathcal{H}^{m-1}\left(\partial^{*} \Omega \cap K_{Q}\right)$, so (2.2.39) follows.

It is useful to note explicitly the following consequence of the preceding arguments.
Proposition 2.2.3 Assume that $\Omega$ and $A$ are as in (2.2.18)-(2.2.19), that $\mathcal{O} \subset \mathbb{R}^{m-1}$ is a Borel set and that $M:=\left\{\left(x^{\prime}, A\left(x^{\prime}\right)\right): x^{\prime} \in \mathcal{O}\right\}$. Then

$$
\begin{equation*}
\mathcal{H}^{m-1}(M)=\int_{\mathcal{O}} \sqrt{1+\left|\nabla A\left(x^{\prime}\right)\right|^{2}} d x^{\prime} \tag{2.2.42}
\end{equation*}
$$

Proof. It follows from (2.2.34) that the right side of (2.2.42) is equal to $\sigma(M)$. That $\sigma(M)=$ $\mathcal{H}^{m-1}(M)$ follows from the proof of Proposition 2.2.2, namely from (2.2.40)-(2.2.41).

So far we have discussed the Green formula for $v \in C_{0}^{\infty}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$. A simple limiting argument extends (2.2.4), and hence (2.2.8) and (2.2.16), to $v \in C_{0}^{1}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$; [41] emphasizes that (2.2.8) is true for compactly supported Lipschitz $v$. The smooth case will be adequate for use in proving jump relations in Section 3 but for other purposes, such as establishing invertibility of certain layer potentials in Sections 5 and 6, further extensions are desirable. We present some preliminary results here, prior to pursuing the matter much further in $\S 2.3$. Here is one easy extension.

Proposition 2.2.4 If $\Omega \subset \mathbb{R}^{m}$ has locally finite perimeter, then formula (2.2.4) holds for $v$ in

$$
\begin{equation*}
\mathfrak{D}:=\left\{v \in C_{0}^{0}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right): \operatorname{div} v \in L^{1}\left(\mathbb{R}^{m}\right)\right\} . \tag{2.2.43}
\end{equation*}
$$

Proof. Given $v \in \mathfrak{D}$, take $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{m}\right)$ such that $\int \varphi d x=1$, set $\varphi_{k}(x):=k^{m} \varphi(k x)$, and define $v_{k}:=\varphi_{k} * v \in C_{0}^{\infty}\left(\mathbb{R}^{m}\right)$. Then (2.2.4) applies to $v_{k}$, i.e.,

$$
\begin{equation*}
\int_{\Omega} \operatorname{div} v_{k} d x=\int_{\partial \Omega}\left\langle\nu, v_{k}\right\rangle d \sigma . \tag{2.2.44}
\end{equation*}
$$

Meanwhile, $\operatorname{div} v_{k}=\varphi_{k} *(\operatorname{div} v)$ implies $\operatorname{div} v_{k} \rightarrow \operatorname{div} v$ in $L^{1}\left(\mathbb{R}^{m}\right)$, and $\left\langle\nu, v_{k}\right\rangle \rightarrow\langle\nu, v\rangle$ uniformly on $\partial \Omega$, so as $k \rightarrow \infty$, the left side of (2.2.44) converges to the left side of (2.2.4), while the right side of (2.2.44) converges to the right side of (2.2.4).

In many cases one deals with functions defined only on $\bar{\Omega}$, and one would like to avoid assuming they have extensions to $\mathbb{R}^{m}$ with nice properties. To obtain a result for such functions, we will introduce the following concept. Let open sets $\Omega_{k}$ satisfy $\bar{\Omega}_{k} \subset \Omega, \Omega_{k} \subset \Omega_{k+1}$, and $\Omega_{k} \nearrow \Omega$. We say $\left\{\Omega_{k}: k \geq 1\right\}$ is a tame interior approximation to $\Omega$ if in addition there exists $C(R)<\infty$ such that, for $R \in(0, \infty)$,

$$
\begin{equation*}
\left\|\nabla \mathbf{1}_{\Omega_{k}}\right\|_{\mathrm{TV}\left(B_{R}\right)} \leq C(R), \quad \forall k \geq 1 \tag{2.2.45}
\end{equation*}
$$

Here TV stands for the total variation norm of a vector measure.
To give an example, take $A: \mathbb{R}^{m-1} \rightarrow \mathbb{R}$, satisfying (2.2.19), and let $\Omega$ be given by (2.2.18). We have seen that $\Omega$ has locally finite perimeter. The arguments proving Proposition 2.2.1 also imply that

$$
\begin{equation*}
\Omega_{k}=\left\{\left(x^{\prime}, x_{m}\right) \in \mathbb{R}^{m}: x_{m}>A\left(x^{\prime}\right)+k^{-1}\right\} \tag{2.2.46}
\end{equation*}
$$

is a tame interior approximation to $\Omega$. The following is a partial extension of Proposition 2.2.4.
Proposition 2.2.5 Assume $\Omega \subset \mathbb{R}^{m}$ has locally finite perimeter and a tame interior approximation. Then (2.2.4) holds for $v$ in

$$
\begin{equation*}
\widetilde{\mathfrak{D}}:=\left\{v \in C_{0}^{0}\left(\bar{\Omega}, \mathbb{R}^{m}\right): \operatorname{div} v \in L^{1}(\Omega)\right\} . \tag{2.2.47}
\end{equation*}
$$

Proof. Let $\left\{\Omega_{k}\right\}_{k}$ denote a tame interior approximation. Pick $\varphi_{k} \in C_{0}^{\infty}(\Omega)$ to be $\equiv 1$ on a neighborhood of $\bar{\Omega}_{k} \cap \operatorname{supp} v$, set $v_{k}=\varphi_{k} v$, and apply Proposition 2.2 .1 with $\Omega$ replaced by $\Omega_{k}$ and $v$ by $v_{k}$, noting that $\operatorname{div} v_{k}=\varphi_{k} \operatorname{div} v+\left\langle\nabla \varphi_{k}, v\right\rangle$. We have

$$
\begin{equation*}
\int_{\Omega_{k}} \operatorname{div} v d x=-\left\langle v, \nabla \mathbf{1}_{\Omega_{k}}\right\rangle . \tag{2.2.48}
\end{equation*}
$$

As $k \rightarrow \infty$, the left side of (2.2.48) converges to the left side of (2.2.4). Meanwhile, we can take $w \in C_{0}^{0}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$, equal to $v$ on $\bar{\Omega}$, and the right side of (2.2.48) is equal to $-\left\langle w, \nabla \mathbf{1}_{\Omega_{k}}\right\rangle$. Now $\mathbf{1}_{\Omega_{k}} \rightarrow \mathbf{1}_{\Omega}$ in $L_{l o c}^{1}\left(\mathbb{R}^{m}\right)$, so $\nabla \mathbf{1}_{\Omega_{k}} \rightarrow \nabla \mathbf{1}_{\Omega}$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{m}\right)$, and hence

$$
\begin{equation*}
\left\langle w, \nabla \mathbf{1}_{\Omega_{k}}\right\rangle \longrightarrow\left\langle w, \nabla \mathbf{1}_{\Omega}\right\rangle \tag{2.2.49}
\end{equation*}
$$

for each $w \in C_{0}^{\infty}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$. The bounds (2.2.45) then imply that (2.2.49) holds for each $w \in$ $C_{0}^{0}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$. Hence the right side of (2.2.48) converges to

$$
\begin{equation*}
-\left\langle w, \nabla \mathbf{1}_{\Omega}\right\rangle=\int_{\partial \Omega}\langle\nu, v\rangle d \sigma \tag{2.2.50}
\end{equation*}
$$

which is the right side of (2.2.4).
Remark. Proposition 2.2 .5 can be compared with the following result, given in [39], p. 314. Let $\Omega \subset \mathbb{R}^{m}$ be a bounded open set such that $\mathcal{H}^{m-1}(\partial \Omega)<\infty$. Fix $j \in\{1, \ldots, m\}$ and take $f$ such that

$$
\begin{equation*}
f \in C(\bar{\Omega}), \quad \partial_{j} f \in L^{1}(\Omega) \tag{2.2.51}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{\Omega} \partial_{j} f d x=\int_{\partial_{0} \Omega}\left\langle e_{j}, \nu\right\rangle f d \mathcal{H}^{m-1} \tag{2.2.52}
\end{equation*}
$$

where $\partial_{0} \Omega$ has been introduced in (2.2.12), and $e_{j}$ is the $j$ th standard basis vector of $\mathbb{R}^{m}$. In light of (2.2.15) one could replace $\partial_{0} \Omega$ by $\partial^{*} \Omega$ or by $\partial_{*} \Omega$ in (2.2.52). This leads to the identity (2.2.16) for a vector field $v \in C(\bar{\Omega})$ provided each term $\partial_{j} v_{j}$ in $\operatorname{div} v$ belongs to $L^{1}(\Omega)$. However, the vector fields arising in the applications of Green's formula needed in $\S 5-\S 6$ need not have this additional structure, so (2.2.52) is not applicable.

We also mention results given in $\S 2$ of [16], dealing with a vector field $v \in L^{p}(\mathcal{O})$ such that div $v$ is a measure on $\mathcal{O}$, and $\bar{\Omega} \subset \mathcal{O}$. These results also extend Proposition 2.2.4, but they do not imply Proposition 2.2.5, nor the results given in the next subsection.

Further results related to the last two propositions can be found in [95].
We next recall a Green formula for

$$
\begin{equation*}
\int_{\Omega \cap B_{r}} \operatorname{div} v d x \tag{2.2.53}
\end{equation*}
$$

where $\Omega$ has locally finite perimeter and $B_{r}:=\left\{x \in \mathbb{R}^{m}:|x|<r\right\}$. This classical result will be of direct use in our proof of jump relations for layer potentials.

Assume $v \in C_{0}^{0,1}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right)$. Given $\varepsilon \in(0, r)$, set

$$
\psi_{\varepsilon}(x):= \begin{cases}1 & \text { for }|x| \leq r-\varepsilon  \tag{2.2.54}\\ 1-\frac{1}{\varepsilon}(|x|-r+\varepsilon) & \text { for } r-\varepsilon \leq|x| \leq r \\ 0 & \text { for }|x| \geq r\end{cases}
$$

Then, with $\nabla \mathbf{1}_{\Omega}=-\nu \sigma$, we have

$$
\begin{align*}
\int_{\Omega \cap B_{r}} \operatorname{div} v d x & =\lim _{\varepsilon \searrow 0} \int_{\Omega} \psi_{\varepsilon} \operatorname{div} v d x \\
& =\lim _{\varepsilon \searrow 0} \int_{\Omega}\left[\operatorname{div} \psi_{\varepsilon} v-\left\langle v, \nabla \psi_{\varepsilon}\right\rangle\right] d x \\
& =\lim _{\varepsilon \searrow 0}\left(\int\left\langle\nu, \psi_{\varepsilon} v\right\rangle d \sigma-\int_{\Omega}\left\langle v, \nabla \psi_{\varepsilon}\right\rangle d x\right) \\
& =\int_{B_{r}}\langle\nu, v\rangle d \sigma+\lim _{\varepsilon \searrow 0} \frac{1}{\varepsilon} \int_{\Omega \cap S_{\varepsilon}}\langle n, v\rangle d x \tag{2.2.55}
\end{align*}
$$

where $n$ is the outward unit normal to $B_{r}$ and

$$
\begin{equation*}
S_{\varepsilon}:=B_{r} \backslash B_{r-\varepsilon} . \tag{2.2.56}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\int_{\Omega \cap B_{r}} \operatorname{div} v d x=\int_{B_{r}}\langle\nu, v\rangle d \sigma+D_{r}^{-} \Phi(r), \tag{2.2.57}
\end{equation*}
$$

where $D_{r}^{-}$indicates differentiation from the left with respect to $r$, and

$$
\begin{equation*}
\Phi(r):=\int_{\Omega \cap B_{r}}\langle n, v\rangle d x . \tag{2.2.58}
\end{equation*}
$$

Note that, by the change of variable formula and Fubini's theorem,

$$
\begin{equation*}
\Phi(r)=\int_{0}^{r} \int_{\Omega \cap \partial B_{s}}\langle n, v\rangle d \mathcal{H}^{m-1} d s \tag{2.2.59}
\end{equation*}
$$

so

$$
\begin{equation*}
D_{r}^{-} \Phi(r)=\int_{\Omega \cap \partial B_{r}}\langle n, v\rangle d \mathcal{H}^{m-1}, \quad \text { for } \mathcal{L}^{1} \text {-a.e. } r>0 . \tag{2.2.60}
\end{equation*}
$$

It is of interest to note that $D_{r}^{-} \Phi(r)$ exists for all $r \in(0, \infty)$ (under our standing hypothesis on $\Omega$ ), though the identity (2.2.60) is valid perhaps not for each $r$, but just for a.e. $r$.
Remark. Having (2.2.57), one can bring in (2.2.5) and write

$$
\begin{equation*}
\int_{\Omega \cap B_{r}} \operatorname{div} v d x=\int_{B_{r} \cap \partial^{*} \Omega}\langle\nu, v\rangle d \mathcal{H}^{m-1}+D_{r}^{-} \Phi(r) . \tag{2.2.61}
\end{equation*}
$$

It is useful to note that (2.2.5) is not needed to prove (2.2.57), since (2.2.57) plays a role in proofs of (2.2.5). (Cf. [36].) It is also useful to put together (2.2.60)-(2.2.61), to write

$$
\begin{equation*}
\int_{\Omega \cap B_{r}} \operatorname{div} v d x=\int_{B_{r} \cap \partial^{*} \Omega}\langle\nu, v\rangle d \sigma+\int_{\Omega \cap \partial B_{r}}\langle n, v\rangle d \mathcal{H}^{m-1}, \quad \text { for } \mathcal{L}^{1} \text {-a.e. } r>0 \tag{2.2.62}
\end{equation*}
$$

While the result (2.2.62) is well known (cf. Lemma 1 on p. 195 of [36]), we think it useful to include a proof, not only for the reader's convenience, but also to emphasize two points: first that one does not need the relatively advanced co-area formula in the proof, and second that the formulation (2.2.57) of the result actually holds for all $r$, not merely almost all $r$.

### 2.3 Green's formula on Ahlfors regular domains

Assume that $\Omega \subset \mathbb{R}^{n+1}$ is a bounded open set whose boundary is Ahlfors regular and satisfies

$$
\begin{equation*}
\mathcal{H}^{n}\left(\partial \Omega \backslash \partial_{*} \Omega\right)=0 \tag{2.3.1}
\end{equation*}
$$

Note that, by (2.2.17), these conditions entail that $\Omega$ is of finite perimeter. In keeping with earlier conventions, we denote by $\nu$ the measure theoretic outward unit normal to $\partial \Omega$ and set $\sigma:=\mathcal{H}^{n}\lfloor\partial \Omega$. We wish to study the validity of a version of Green's formula, i.e.,

$$
\begin{equation*}
\int_{\Omega} \operatorname{div} v d X=\int_{\partial \Omega}\left\langle\nu,\left.v\right|_{\partial \Omega}\right\rangle d \sigma \tag{2.3.2}
\end{equation*}
$$

for vector fields $v \in C^{0}(\Omega)$ for which

$$
\begin{align*}
& \operatorname{div} v \in L^{1}(\Omega), \quad \mathcal{N} v \in L^{p}(\partial \Omega, d \sigma) \text { for some } p \in[1, \infty] \\
& \text { and the pointwise nontangential trace }\left.v\right|_{\partial \Omega} \text { exists } \sigma \text {-a.e. } \tag{2.3.3}
\end{align*}
$$

In the case when $\Omega$ is Lipschitz, a convenient approach is to approximate it by a nested family of nice domains $\Omega_{j} \nearrow \Omega$, write Green's formula in each $\Omega_{j}$ and then obtain (2.3.2) by passing to the limit in $j$. See [116]. For Reifenberg flat domains, an approximation result of this nature has been proved by C. Kenig and T. Toro in Appendix A. 1 of [66]. This is not entirely satisfactory since one needs to impose a "flatness" condition on $\Omega$, which is not natural in this context. Our goal is to present a new approach to proving (2.3.2), which does not require this condition.

Our main result in this regard is the following.
Theorem 2.3.1 Let $\Omega \subset \mathbb{R}^{n+1}$ be a bounded open set whose boundary is Ahlfors regular and satisfies (2.3.1) (hence, in particular, is of finite perimeter). As usual, set $\sigma:=\mathcal{H}^{n}\lfloor\partial \Omega$ and denote by $\nu$ the measure theoretic outward unit normal to $\partial \Omega$. Then Green's formula (2.3.2) holds for each vector field $v \in C^{0}(\Omega)$ that satisfies the conditions in (2.3.3), with $p \in(1, \infty)$.

One clarification is in order here. Generally speaking, given a domain $\Omega \subset \mathbb{R}^{n+1}, \alpha>0$ and a function $u: \Omega \rightarrow \mathbb{R}$, we set

$$
\begin{equation*}
\left.u\right|_{\partial \Omega}(Z):=\lim _{\substack{X \rightarrow Z \\ X \in \Gamma_{\alpha}(Z)}} u(X), \quad Z \in \partial \Omega \tag{2.3.4}
\end{equation*}
$$

whenever the limit exists. For this definition to be pointwise $\sigma$-a.e. meaningful, it is necessary that

$$
\begin{equation*}
Z \in \overline{\overline{\Gamma_{\alpha}(Z)}} \text { for } \sigma \text {-a.e. } Z \in \partial \Omega \tag{2.3.5}
\end{equation*}
$$

We shall call a domain $\Omega$ satisfying (2.3.5) above weakly accessible and our first order of business is to show that any domain as in the statement of Theorem 2.3.1 is weakly accessible.

To get started, fix $\alpha \in(0, \infty)$ and, for each $\delta>0$, introduce

$$
\begin{equation*}
\mathcal{O}_{\delta}:=\{X \in \Omega: \operatorname{dist}(X, \partial \Omega) \leq \delta\}, \quad \forall \delta>0 \tag{2.3.6}
\end{equation*}
$$

Also, for $Z \in \partial \Omega$, set

$$
\begin{align*}
\Gamma_{\alpha}^{\delta}(Z) & :=\Gamma_{\alpha}(Z) \cap \mathcal{O}_{\delta} \\
& =\{X \in \Omega: \operatorname{dist}(X, \partial \Omega) \leq \delta \text { and }|X-Z| \leq(1+\alpha) \operatorname{dist}(X, \partial \Omega)\}, \tag{2.3.7}
\end{align*}
$$

and define

$$
\begin{equation*}
\mathcal{I}^{\delta}:=\left\{Z \in \partial \Omega: \Gamma_{\alpha}^{\delta}(Z)=\emptyset\right\}, \quad \mathcal{I}:=\bigcup_{\delta>0} \mathcal{I}^{\delta} . \tag{2.3.8}
\end{equation*}
$$

Clearly, $\mathcal{I}^{\delta}$ is relatively closed in $\partial \Omega$, so that $\mathcal{I}$ is a Borel set. Also, $\mathcal{I}^{\delta} \nearrow \mathcal{I}$ as $\delta \searrow 0$. Then $\Omega$ is weakly accessible provided $\sigma(\mathcal{I})=0$ or, equivalently, provided $\sigma\left(\mathcal{I}^{\delta}\right)=0$ for each $\delta>0$.

Proposition 2.3.2 Let $\Omega \subset \mathbb{R}^{n+1}$ be an open set with an Ahlfors regular boundary $\partial \Omega$. Assume that $\mathcal{H}^{n}\left(\partial \Omega \backslash \partial_{*} \Omega\right)=0$ (so that, in particular, $\Omega$ is of locally finite perimeter; cf. (2.2.17)). Then $\Omega$ is a weakly accessible domain.

As a preliminary result, we shall establish an estimate which will also be useful in several other instances later on. To be definite, for each $X \in \partial \Omega$ set

$$
\begin{equation*}
\Gamma(X):=\{Y \in \Omega:|X-Y| \leq 10 \operatorname{dist}(Y, \partial \Omega)\} . \tag{2.3.9}
\end{equation*}
$$

Proposition 2.3.3 Let $\Omega \subset \mathbb{R}^{n+1}$ be an open set with Ahlfors regular boundary. Then there exists $C>0$ depending only on $n$ and the Ahlfors regularity constant on $\Omega$ such that

$$
\begin{equation*}
\frac{1}{\delta} \int_{\mathcal{O}_{\delta}}|v| d X \leq C\|\mathcal{N} v\|_{L^{1}(\partial \Omega, d \sigma)}, \quad 0<\delta \leq \operatorname{diam} \Omega, \tag{2.3.10}
\end{equation*}
$$

for any measurable $v: \Omega \rightarrow \mathbb{R}$.
Proof. We first note that it suffices to prove that

$$
\begin{equation*}
\frac{1}{\delta} \int_{\widetilde{\mathcal{O}}_{\delta}}|v| d X \leq C\|\mathcal{N} v\|_{L^{1}(\partial \Omega, d \sigma)}, \quad \text { where } \quad \widetilde{\mathcal{O}}_{\delta}:=\mathcal{O}_{\delta} \backslash \mathcal{O}_{\delta / 2} \tag{2.3.11}
\end{equation*}
$$

since (2.3.10) then follows by applying (2.3.11) with $\delta$ replaced by $2^{-j} \delta$ and summing over $j \in \mathbb{Z}_{+}$. We now bring in the following lemma.

Lemma 2.3.4 There exists $K=K_{n} \in \mathbb{N}$ with the following property. For each $\delta \in(0,(\operatorname{diam} \Omega) / 10]$, there exists a covering of $\partial \Omega$ by a collection

$$
\begin{equation*}
\mathcal{C}=\mathcal{C}_{1} \cup \cdots \cup \mathcal{C}_{K} \tag{2.3.12}
\end{equation*}
$$

of balls of radius $\delta$, centered in $\partial \Omega$, such that for each $k \in\{1, \ldots, K\}$, if $B$ and $B^{\prime}$ are distinct balls in $\mathcal{C}_{k}$, their centers are separated by a distance $\geq 10 \delta$.

We postpone the proof of Lemma 2.3.4, and show how it is used to finish the proof of Proposition 2.3.3.

To begin, take a collection $\mathcal{C}=\mathcal{C}_{1} \cup \cdots \cup \mathcal{C}_{K}$ of balls of radius $\delta$ covering $\partial \Omega$, with the properties stated above. Then $\mathcal{C}^{\#}=\mathcal{C}_{1}^{\#} \cup \cdots \cup \mathcal{C}_{K}^{\#}$, consisting of balls concentric with those of $\mathcal{C}$ with radius $2 \delta$, covers $\mathcal{O}_{\delta}$. Furthermore, there exists $A=A_{n} \in(0, \infty)$ such that one can cover each ball $B \in \mathcal{C}_{k}^{\#}$ by balls $B_{1}, \ldots, B_{A}$ of radius $\delta / 8$, centered at points in $B$. Now form collections of balls $\mathcal{C}_{k \ell}^{\#}, 1 \leq k \leq K, 1 \leq \ell \leq A$, with each of the balls $B_{1}, \ldots, B_{A}$ covering $B \in \mathcal{C}_{k}^{\#}$, described above, put into a different one of the collections $\mathcal{C}_{k \ell}^{\#}$. Throw away some balls from $\mathcal{C}_{k \ell}^{\#}$, thinning them out to a minimal collection

$$
\begin{equation*}
\widetilde{\mathcal{C}}=\bigcup_{k \leq K, \ell \leq A} \widetilde{\mathcal{C}}_{k \ell} \tag{2.3.13}
\end{equation*}
$$

covering $\widetilde{\mathcal{O}}_{\delta}$. For each $(k, \ell)$, any two distinct balls in $\widetilde{\mathcal{C}}_{k \ell}$ have centers separated by a distance $\geq 7 \delta$. Each ball $B \in \widetilde{\mathcal{C}}_{k \ell}$ has radius $\delta / 8$ and each point $Q \in B$ has distance from $\partial \Omega$ lying between $\delta / 4$ and $5 \delta / 4$. For each such $B$, we will compare $\int_{B}|v| d X$ with the integral of $\mathcal{N} v$ over a certain set $\widetilde{\mathfrak{A}}(B) \subset \partial \Omega$, which we proceed to define.

Given $Y \in \Omega$, set $d(Y):=\operatorname{dist}(Y, \partial \Omega)$ and consider

$$
\begin{equation*}
\mathfrak{A}(Y):=\{X \in \partial \Omega: Y \in \Gamma(X)\} . \tag{2.3.14}
\end{equation*}
$$

There exists $Q \in \partial \Omega$ such that $|Y-Q|=d(Y)$, and certainly $Q \in \mathfrak{A}(Y)$. Also, if (2.3.9) holds, then

$$
\begin{equation*}
\mathfrak{A}(Y) \supset B(Q, 9 d(Y)) \cap \partial \Omega . \tag{2.3.15}
\end{equation*}
$$

Now, for a ball $B \in \widetilde{\mathcal{C}_{k \ell}}$, set

$$
\begin{equation*}
\mathfrak{A}(B):=\{X \in \partial \Omega: B \subset \Gamma(X)\} . \tag{2.3.16}
\end{equation*}
$$

If $B$ is centered at $Y$ and $Q \in \partial \Omega$ is closest to $Y$, then for each $Y^{\prime} \in B, d\left(Y^{\prime}\right) \geq \delta / 4$ and $\left|Y^{\prime}-Q\right| \leq d(Y)+\delta / 8$. Now $d(Y) \leq(9 / 8) \delta$, so $\left|Y^{\prime}-Q\right| \leq(5 / 4) \delta \leq 5 d\left(Y^{\prime}\right)$ and, hence,

$$
\begin{equation*}
\widetilde{\mathfrak{A}}(B):=B(Q, d(Y)) \cap \partial \Omega \subset \mathfrak{A}(B) . \tag{2.3.17}
\end{equation*}
$$

The use of $\widetilde{\mathfrak{A}}(B)$ in establishing (2.3.11) arises from the estimates

$$
\begin{equation*}
\sup _{B}|v| \leq \inf _{\tilde{\mathfrak{A}}(B)} \mathcal{N} v, \quad \text { and } \mathcal{H}^{n}(\widetilde{\mathfrak{A}}(B)) \geq C_{1} \delta^{n}, \tag{2.3.18}
\end{equation*}
$$

the latter estimate due to the hypothesis that $\partial \Omega$ is Ahlfors regular. Hence

$$
\begin{equation*}
\frac{1}{\delta} \int_{B}|v| d Y \leq C_{n} \delta^{n} \inf _{\mathfrak{A}(B)} \mathcal{N} v \leq C \int_{\tilde{\mathfrak{A}}(B)} \mathcal{N} v d \sigma \tag{2.3.19}
\end{equation*}
$$

Furthermore, the separation properties established for balls in each collection $\widetilde{\mathcal{C}_{k \ell}}$ yield

$$
\begin{equation*}
B \neq B^{\prime} \in \widetilde{\mathcal{C}}_{k \ell} \Longrightarrow \widetilde{\mathfrak{A}}(B) \cap \widetilde{\mathfrak{A}}\left(B^{\prime}\right)=\emptyset, \tag{2.3.20}
\end{equation*}
$$

so for each $k \leq K, \ell \leq A$,

$$
\begin{equation*}
\frac{1}{\delta} \sum_{B \in \widetilde{\mathcal{C}}_{k \ell}} \int_{B}|v| d X \leq C \int_{\cup \widetilde{\mathfrak{A}}(B), B \in \widetilde{\mathcal{C}}_{k \ell}} \mathcal{N} v d \sigma \leq C\|\mathcal{N} v\|_{L^{1}(\partial \Omega, d \sigma)} \tag{2.3.21}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\frac{1}{\delta} \int_{\widetilde{\mathcal{O}}_{\delta}}|v| d X \leq \frac{1}{\delta} \sum_{\ell=1}^{A} \sum_{k=1}^{K} \sum_{B \in \widetilde{\mathcal{C}}_{k \ell} B} \int_{B}|v| d X \leq C A K\|\mathcal{N} v\|_{L^{1}(\partial \Omega, d \sigma)} \tag{2.3.22}
\end{equation*}
$$

and Proposition 2.3.3 is established, modulo the proof of Lemma 2.3.4, to which we now turn.
Proof of Lemma 2.3.4. This can be proved in several ways. One approach starts by applying Besicovitch's Covering Theorem (cf. Theorem 2 on p. 30 in [36]) to the family of balls $\mathcal{F}:=$ $\{B(Q, \delta): Q \in \partial \Omega\}$. This yields some $N=N_{n} \in \mathbb{N}$ and $\mathcal{G}_{1}, \ldots, \mathcal{G}_{N} \subset \mathcal{F}$ such that each $\mathcal{G}_{j}$, $j=1, \ldots, N$, is a countable collection of disjoint balls in $\mathcal{F}$ and

$$
\begin{equation*}
\partial \Omega \subset \bigcup_{j=1}^{N} \bigcup_{B \in \mathcal{G}_{j}} B \tag{2.3.23}
\end{equation*}
$$

To finish the proof, we need to further subdivide each $\mathcal{G}_{j}$ into finitely many subclasses, say

$$
\begin{equation*}
\mathcal{G}_{j}=\bigcup_{k=1}^{N} \bigcup_{B \in \mathcal{G}_{j k}} B \tag{2.3.24}
\end{equation*}
$$

with the property that if $B$ and $B^{\prime}$ are distinct balls in $\mathcal{G}_{j k}$ then their centers are separated by a distance $\geq 10 \delta$. We then relabel $\left\{\mathcal{G}_{j k}: 1 \leq j, k \leq N\right\}$ as $\left\{\mathcal{C}_{j}: 1 \leq j \leq K\right\}$, where $K:=N^{2}$. To construct such a family $\left\{\mathcal{G}_{j k}\right\}_{1 \leq k \leq N}$ for each $j$, we once again apply Besicovitch's Covering Theorem to the family $\left.\{B(Q, 5 \delta): B \overline{(Q}, \delta) \in \mathcal{G}_{j}\right\}$. This readily yields the desired conclusion.

Before proceeding further, let us record a byproduct of (2.3.10) which has intrinsic interest.

Proposition 2.3.5 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is an open set with an Ahlfors regular boundary, and fix $\alpha>0$. Then there exists $C>0$ depending only on $n, \alpha$, and the Ahlfors regularity constant on $\Omega$ such that

$$
\begin{equation*}
\frac{1}{\delta} \int_{\mathcal{O}_{\delta}}|v| d X \leq C\left\|\mathcal{N}^{\delta} v\right\|_{L^{1}(\partial \Omega, d \sigma)}, \quad 0<\delta \leq \operatorname{diam}(\Omega), \tag{2.3.25}
\end{equation*}
$$

for any measurable function $v: \Omega \rightarrow \mathbb{R}$, where

$$
\begin{equation*}
\mathcal{N}^{\delta} v(X):=\sup \left\{|v(Y)|: Y \in \Gamma_{\alpha}(X),|X-Y| \leq 2 \delta\right\} \tag{2.3.26}
\end{equation*}
$$

with the convention that $\mathcal{N}^{\delta} v(X):=0$ whenever the supremum in the right-hand side of (2.3.26) is taken over the empty set. Consequently, there exists $C>0$ with the property that for any measurable function $v: \Omega \rightarrow \mathbb{R}$ and any measurable set $E \subseteq \Omega$,

$$
\begin{align*}
& \int_{E}|v| d X \leq C \delta \int_{\mathcal{U}(E)} \mathcal{N}^{\delta} v d \sigma, \quad \delta:=\operatorname{diam} E+\operatorname{dist}(E, \partial \Omega),  \tag{2.3.27}\\
& \text { where } \mathcal{U}(E):=\left\{X \in \partial \Omega: \Gamma_{\alpha}(X) \cap E \neq \emptyset\right\} .
\end{align*}
$$

Proof. To begin with, (2.3.25) follows from directly from (2.3.10) and a simple cutoff argument. As for (2.3.27), we use (2.3.25) to write

$$
\begin{equation*}
\int_{E}|v| d X=\int_{\mathcal{O}_{\delta}}\left|\mathbf{1}_{E} v\right| d X \leq C \delta \int_{\partial \Omega} \mathcal{N}^{\delta}\left(\mathbf{1}_{E} v\right) d \sigma \leq C \delta \int_{\mathcal{U}(E)} \mathcal{N}^{\delta} v d \sigma \tag{2.3.28}
\end{equation*}
$$

as desired.
Having established (2.3.25), we are now in a position to carry out the
Proof of Proposition 2.3.2. To see this, take $\delta_{0}>0$ and let $K \subset \mathcal{I}^{\delta_{0}}$ be an arbitrary compact set. We want to show that $\sigma(K)=0$. Fix $\varepsilon>0$ and define

$$
\begin{equation*}
K^{\varepsilon}:=\left\{Z \in \mathbb{R}^{n+1}: \operatorname{dist}(Z, K) \leq \varepsilon\right\}, \quad K_{\varepsilon}:=K^{\varepsilon} \cap \partial \Omega=\{Z \in \partial \Omega: \operatorname{dist}(Z, K) \leq \varepsilon\}, \tag{2.3.29}
\end{equation*}
$$

so that

$$
\begin{equation*}
K_{\varepsilon} \searrow K \text { as } \varepsilon \searrow 0 . \tag{2.3.30}
\end{equation*}
$$

Let us also take $f_{\varepsilon} \in C^{0}(\partial \Omega)$ such that

$$
\begin{equation*}
\left|f_{\varepsilon}\right| \leq 1, \quad \operatorname{supp} f_{\varepsilon} \subset K_{\varepsilon / 2}, \tag{2.3.31}
\end{equation*}
$$

and consider an extension $u_{\varepsilon}$ of $f_{\varepsilon}$ satisfying

$$
\begin{equation*}
u_{\varepsilon} \in C^{0}(\bar{\Omega}), \quad \operatorname{supp} u_{\varepsilon} \subset K^{\varepsilon} \cap \bar{\Omega}, \quad\left|u_{\varepsilon}\right| \leq 1,\left.\quad u_{\varepsilon}\right|_{\partial \Omega}=f_{\varepsilon} . \tag{2.3.32}
\end{equation*}
$$

In this case, (2.3.25) gives

$$
\begin{equation*}
\frac{1}{\delta} \int_{\mathcal{O}_{\delta}}\left|u_{\varepsilon}\right| d X \leq C\left\|\mathcal{N}^{\delta} u_{\varepsilon}\right\|_{L^{1}(\partial \Omega, d \sigma)} \tag{2.3.33}
\end{equation*}
$$

with $C$ independent of $\varepsilon$ and $\delta$. Note that, for $\delta<\delta_{0} / 4$,

$$
\begin{equation*}
Z \in K \Longrightarrow \mathcal{N}^{\delta} u_{\varepsilon}(Z)=0 \tag{2.3.34}
\end{equation*}
$$

since $\Gamma_{\alpha}^{\delta_{0}}(Z)$ (defined as in (2.3.7)) is the empty set in this case. Also, elementary geometrical considerations (and earlier conventions) entail

$$
\begin{equation*}
Z \in \partial \Omega \backslash K_{\varepsilon(2+\alpha)} \Longrightarrow \Gamma_{\alpha}(Z) \cap K^{\varepsilon}=\emptyset \Longrightarrow \mathcal{N} u_{\varepsilon}(Z)=0 \tag{2.3.35}
\end{equation*}
$$

Hence, (2.3.33)-(2.3.35) imply

$$
\begin{equation*}
\limsup _{\delta \rightarrow 0} \frac{1}{\delta} \int_{\mathcal{O}_{\delta}}\left|u_{\varepsilon}\right| d X \leq C \sigma\left(K_{\varepsilon(2+\alpha)} \backslash K\right) \tag{2.3.36}
\end{equation*}
$$

To proceed, for each $\delta>0$ set $\Omega_{\delta}:=\{X \in \Omega: \operatorname{dist}(X, \partial \Omega) \geq \delta\}$, let $\varphi_{\delta}(X):=\operatorname{dist}\left(X, \partial \Omega_{\delta / 2}\right)$ and introduce

$$
\chi_{\delta}(X):= \begin{cases}1 & \text { if } X \in \Omega_{\delta}  \tag{2.3.37}\\ 2 \delta^{-1} \varphi_{\delta}(X) & \text { if } X \in \widetilde{\mathcal{O}}_{\delta}:=\mathcal{O}_{\delta} \backslash \mathcal{O}_{\delta / 2}, \\ 0 & \text { if } X \in \mathcal{O}_{\delta / 2} \cup\left(\mathbb{R}^{n+1} \backslash \Omega\right)\end{cases}
$$

We have $\chi_{\delta} \rightarrow \chi_{\Omega}$ in $L_{l o c}^{1}\left(\mathbb{R}^{n+1}\right)$ as $\delta \rightarrow 0$, hence

$$
\begin{equation*}
\nabla \chi_{\delta} \longrightarrow \nabla \chi_{\Omega}=\nu \sigma \quad \text { in } \quad \mathcal{D}^{\prime}\left(\mathbb{R}^{n+1}\right) \tag{2.3.38}
\end{equation*}
$$

On the other hand, $\chi_{\delta} \in \operatorname{Lip}\left(\mathbb{R}^{n+1}\right)$ with $\left\|\nabla \chi_{\delta}\right\|_{L^{\infty}\left(\mathbb{R}^{n+1}\right)} \leq 2 / \delta$ and $\operatorname{supp}\left(\nabla \chi_{\delta}\right) \subset \widetilde{\mathcal{O}}_{\delta}$. Also, (2.3.25) implies the following bound on the total variation of the measure $\nabla \chi_{\delta}$ in $K^{\varepsilon}$ :

$$
\begin{equation*}
\left\|\nabla \chi_{\delta}\right\|_{T V\left(K^{\varepsilon}\right)}=\sup _{\|v\|_{L^{\infty}\left(K^{\varepsilon}\right)} \leq 1}\left|\int v \nabla \chi_{\delta} d X\right| \leq \frac{2}{\delta} \int_{\mathcal{O}_{\delta}}|v| d X \leq C\left\|\mathcal{N}^{\delta} v\right\|_{L^{1}(\partial \Omega, d \sigma)} \leq C \tag{2.3.39}
\end{equation*}
$$

uniformly in $\delta$. Thus, we see that for each coordinate vector $e_{j}$,

$$
\begin{equation*}
e_{j} \cdot \nabla \chi_{\delta} \longrightarrow\left(e_{j} \cdot \nu\right) \sigma, \quad \text { weak }^{*} \text { as Radon measures in } K^{\varepsilon}, \tag{2.3.40}
\end{equation*}
$$

as $\delta \rightarrow 0$. Consequently, for each $u_{\varepsilon}$ as in (2.3.32),

$$
\begin{equation*}
\lim _{\delta \rightarrow 0}\left\langle u_{\varepsilon}, e_{j} \cdot \nabla \chi_{\delta}\right\rangle=\left\langle u_{\varepsilon},\left(e_{j} \cdot \nu\right) \sigma\right\rangle=\int_{\partial \Omega} f_{\varepsilon}\left(e_{j} \cdot \nu\right) d \sigma \tag{2.3.41}
\end{equation*}
$$

Since

$$
\begin{equation*}
\left|\left\langle u_{\varepsilon}, e_{j} \cdot \nabla \chi_{\delta}\right\rangle\right| \leq \frac{2}{\delta} \int_{\mathcal{O}_{\delta}}\left|u_{\varepsilon}\right| d X \tag{2.3.42}
\end{equation*}
$$

(2.3.36) implies that

$$
\begin{equation*}
\limsup _{\delta \rightarrow 0}\left|\left\langle u_{\varepsilon}, e_{j} \cdot \nabla \chi_{\delta}\right\rangle\right| \leq C \sigma\left(K_{\varepsilon(2+\alpha)} \backslash K\right) . \tag{2.3.43}
\end{equation*}
$$

Comparison with (2.3.41) gives

$$
\begin{equation*}
\left|\int_{\partial \Omega} f_{\varepsilon}\left(e_{j} \cdot \nu\right) d \sigma\right| \leq C \sigma\left(K_{\varepsilon(2+\alpha)} \backslash K\right) . \tag{2.3.44}
\end{equation*}
$$

Now the supremum of the left side of (2.3.44) over the set of all $f_{\varepsilon} \in C^{0}(\partial \Omega)$ satisfying (2.3.31) is equal to the total variation of $\left(e_{j} \cdot \nu\right) \sigma$ restricted to $K_{\varepsilon / 2}$, which in turn is $\geq\left\|\left(e_{j} \cdot \nu\right) \sigma\right\|_{T V(K)}$, so we have

$$
\begin{equation*}
\left\|\left(e_{j} \cdot \nu\right) \sigma\right\|_{T V(K)} \leq C \sigma\left(K_{\varepsilon(2+\alpha)} \backslash K\right), \quad 1 \leq j \leq n+1 . \tag{2.3.45}
\end{equation*}
$$

Taking $\varepsilon \searrow 0$ gives

$$
\begin{equation*}
\sigma(K)=0, \tag{2.3.46}
\end{equation*}
$$

on account of (2.3.30), since $\sigma$ is a Radon measure (cf. (2.1.2) and Theorem 4 on p. 8 in [36]), proving Proposition 2.3.2.

In order to properly set up the proof of Theorem 2.3.1, we continue our discussion of a number of preliminary results. Concretely, let $\Omega \subset \mathbb{R}^{n+1}$ be a bounded open set with finite perimeter for which (2.3.1) holds, and let $\nu, \sigma$ be as stated in the opening paragraph of $\S 2.3$. For $p \in[1, \infty)$, set

$$
\begin{equation*}
\mathfrak{L}^{p}:=\left\{v \in C^{0}(\Omega): \mathcal{N} v \in L^{p}(\partial \Omega, d \sigma), \text { and } \exists \text { nontangential limit }\left.v\right|_{\partial \Omega} \sigma \text {-a.e. }\right\} . \tag{2.3.47}
\end{equation*}
$$

Our strategy is to first establish a Green formula for vector fields $v \in \mathfrak{L}^{p}$ with divergence in $L^{1}(\Omega)$, provided we have the following:

$$
\begin{equation*}
\text { if } v \in \mathfrak{L}^{p}, \exists w \in \mathfrak{L}^{1} \text { with }\left.w\right|_{\partial \Omega}=\left.v\right|_{\partial \Omega} \text { and } \exists w_{k} \in \operatorname{Lip}(\bar{\Omega}) \tag{2.3.48}
\end{equation*}
$$

such that $\left\|\mathcal{N}\left(w-w_{k}\right)\right\|_{L^{1}(\partial \Omega, d \sigma)} \longrightarrow 0 \quad$ as $\quad k \rightarrow \infty$.

Then we will show that (2.3.48) holds whenever $\partial \Omega$ is Ahlfors regular, and $p \in(1, \infty)$.
Before we state our first result, a comment is in order. In condition (2.3.48) it would be equivalent to demand merely that $w_{k} \in C^{0}(\bar{\Omega})$, since elements of $C^{0}(\bar{\Omega})$ are easily uniformly approximated by Lipschitz functions (e.g., via the Stone-Weierstrass theorem). Here is our first result.

Proposition 2.3.6 Pick $p \in[1, \infty)$ and assume $\Omega$ is a bounded open set with Ahlfors regular boundary, satisfying (2.3.1) as well as (2.3.48). Then

$$
\begin{equation*}
\int_{\Omega} \operatorname{div} v d X=\int_{\partial \Omega}\left\langle\nu,\left.v\right|_{\partial \Omega}\right\rangle d \sigma \tag{2.3.49}
\end{equation*}
$$

whenever the vector field $v$ satisfies

$$
\begin{equation*}
v \in \mathfrak{L}^{p} \quad \text { and } \quad \operatorname{div} v \in L^{1}(\Omega) \tag{2.3.50}
\end{equation*}
$$

Proof. For each $\delta>0$ let $\chi_{\delta}$ be as in (2.3.37) so that, clearly, $\chi_{\delta} \in \operatorname{Lip}(\bar{\Omega})$. Also, if $v$ satisfies (2.3.50), then $\chi_{\delta} v \in C_{0}^{0}(\Omega)$ and $\operatorname{div}\left(\chi_{\delta} v\right) \in L^{1}(\Omega)$, so it is elementary that

$$
\begin{equation*}
\int_{\Omega} \operatorname{div}\left(\chi_{\delta} v\right) d X=0 \tag{2.3.51}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\int_{\Omega} \chi_{\delta} \operatorname{div} v d X=-\int_{\Omega}\left\langle\nabla \chi_{\delta}, v\right\rangle d X=\frac{2}{\delta} \int_{\tilde{\mathcal{O}}_{\delta}}\left\langle\nu_{\delta}, v\right\rangle d X, \tag{2.3.52}
\end{equation*}
$$

where

$$
\begin{equation*}
\nu_{\delta}:=-\nabla \varphi_{\delta} \quad \text { and } \quad \widetilde{\mathcal{O}}_{\delta}:=\mathcal{O}_{\delta} \backslash \mathcal{O}_{\delta / 2} \tag{2.3.53}
\end{equation*}
$$

The first integral in (2.3.52) converges to the left side of (2.3.49) as $\delta \rightarrow 0$, whenever $\operatorname{div} v \in L^{1}(\Omega)$. Hence (2.3.49) is true provided

$$
\begin{equation*}
\frac{2}{\delta} \int_{\tilde{\mathcal{O}}_{\delta}}\left\langle\nu \nu_{\delta}, v\right\rangle d X \longrightarrow \int_{\partial \Omega}\left\langle\nu,\left.v\right|_{\partial \Omega}\right\rangle d \sigma \quad \text { as } \quad \delta \rightarrow 0 \tag{2.3.54}
\end{equation*}
$$

Of course, by (2.3.52), the left side of (2.3.54) does converge as $\delta \rightarrow 0$, namely to the left side of (2.3.49). Hence (2.3.54) is true whenever (2.3.49) is true. In particular, since $\Omega$ has finite perimeter, (2.3.54) is true whenever $v \in \operatorname{Lip}(\bar{\Omega})$.

More generally, if $v \in \mathfrak{L}^{p}$, take $w, w_{k}$ as in (2.3.48). Under our hypotheses, we have (2.3.10), hence

$$
\begin{equation*}
\left|\frac{2}{\delta} \int_{\tilde{\mathcal{O}}_{\delta}}\left(\left\langle\nu_{\delta}, w_{k}\right\rangle-\left\langle\nu_{\delta}, w\right\rangle\right) d X\right| \leq C\left\|\mathcal{N}\left(w-w_{k}\right)\right\|_{L^{1}(\partial \Omega, d \sigma)} . \tag{2.3.55}
\end{equation*}
$$

The weak accessibility result (Proposition 2.3.2) implies

$$
\begin{equation*}
\int_{\partial \Omega}|v| d \sigma \leq \int_{\partial \Omega}|\mathcal{N} v| d \sigma, \quad \forall v \in \mathfrak{L}^{1} \tag{2.3.56}
\end{equation*}
$$

so we also have

$$
\begin{equation*}
\left|\int_{\partial \Omega}\left(\left\langle\nu, w_{k}\right\rangle-\left\langle\nu,\left.w\right|_{\partial \Omega}\right\rangle\right) d \sigma\right| \leq\left\|\mathcal{N}\left(w_{k}-w\right)\right\|_{L^{1}(\partial \Omega, d \sigma)} . \tag{2.3.57}
\end{equation*}
$$

Thus, since (2.3.54) holds for $w_{k}$, we have

$$
\begin{equation*}
\frac{2}{\delta} \int_{\tilde{\mathcal{O}}_{\delta}}\langle\nu \delta, w\rangle d X \longrightarrow \int_{\partial \Omega}\left\langle\nu,\left.w\right|_{\partial \Omega}\right\rangle d \sigma=\int_{\partial \Omega}\left\langle\nu,\left.v\right|_{\partial \Omega}\right\rangle d \sigma \quad \text { as } \delta \rightarrow 0 . \tag{2.3.58}
\end{equation*}
$$

Thus, to obtain (2.3.54) for each $v \in \mathfrak{L}^{p}$, it suffices to show that

$$
\begin{equation*}
\frac{2}{\delta} \int_{\tilde{\mathcal{O}}_{\delta}}\left(\left\langle\nu_{\delta}, v\right\rangle-\left\langle\nu_{\delta}, w\right\rangle\right) d X \longrightarrow 0 \quad \text { as } \delta \rightarrow 0 \tag{2.3.59}
\end{equation*}
$$

Hence, it suffices to show that

$$
\begin{equation*}
u \in \mathfrak{L}^{1},\left.u\right|_{\partial \Omega}=0 \Longrightarrow \frac{2}{\delta} \int_{\tilde{\mathcal{O}}_{\delta}}|u| d X \longrightarrow 0 \quad \text { as } \quad \delta \rightarrow 0 \tag{2.3.60}
\end{equation*}
$$

Recalling that (2.3.10) implies (2.3.25), we see that it suffices to show that

$$
\begin{equation*}
u \in \mathfrak{L}^{1},\left.u\right|_{\partial \Omega}=0 \Longrightarrow\left\|\mathcal{N}^{\delta} u\right\|_{L^{1}(\partial \Omega, d \sigma)} \longrightarrow 0 \quad \text { as } \quad \delta \rightarrow 0 \tag{2.3.61}
\end{equation*}
$$

Indeed, the hypotheses of (2.3.61) yield $\left(\mathcal{N}^{\delta} u\right)(X) \rightarrow 0$ for $\sigma$-a.e. $X \in \partial \Omega$ and since $\mathcal{N}^{\delta} u \leq \mathcal{N} u$ for each $\delta>0$, (2.3.61) follows from the Dominated Convergence Theorem. Proposition 2.3.6 is therefore proven.

We next show that Ahlfors regularity implies (2.3.48), for $p \in(1, \infty)$.
Proposition 2.3.7 If $\Omega \subset \mathbb{R}^{n+1}$ is a bounded open set satisfying (2.3.1) and whose boundary is Ahlfors regular, then (2.3.48) holds for each $p \in(1, \infty)$.

Proof. Fix $p \in(1, \infty)$. For $f \in L^{p}(\partial \Omega, d \sigma)$ and $X \in \Omega$, set

$$
\begin{equation*}
\Psi f(X):=\frac{1}{V(X)} \int_{\partial \Omega} \psi(X, Y) f(Y) d \sigma(Y) \tag{2.3.62}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi(X, Y):=\left(1-\frac{|X-Y|}{2 \operatorname{dist}(X, \partial \Omega)}\right)_{+} \text {and } V(X):=\int_{\partial \Omega} \psi(X, Y) d \sigma(Y) \tag{2.3.63}
\end{equation*}
$$

Then $\Psi 1=1$. Also, it is readily checked that

$$
\begin{equation*}
\Psi: C(\partial \Omega) \longrightarrow C(\bar{\Omega}) \quad \text { and }\left.\quad \Psi f\right|_{\partial \Omega}=f, \quad \forall f \in C^{0}(\partial \Omega) \tag{2.3.64}
\end{equation*}
$$

Furthermore, given that $\partial \Omega$ is Ahlfors regular,

$$
\begin{equation*}
\mathcal{N}(\Psi f) \leq C \mathcal{M} f, \quad \forall f \in L^{1}(\partial \Omega, d \sigma) \tag{2.3.65}
\end{equation*}
$$

where $\mathcal{M} f$ is the Hardy-Littlewood maximal function of $f$. Hence,

$$
\begin{equation*}
\|\mathcal{N}(\Psi f)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C_{p}\|f\|_{L^{p}(\partial \Omega, d \sigma)}, \quad 1<p<\infty . \tag{2.3.66}
\end{equation*}
$$

We now claim that for each $p \in(1, \infty)$,

$$
\begin{equation*}
\Psi: L^{p}(\partial \Omega, d \sigma) \longrightarrow \mathfrak{L}^{p},\left.\quad(\Psi f)\right|_{\partial \Omega}=f \quad \sigma \text {-a.e. } \tag{2.3.67}
\end{equation*}
$$

In light of (2.3.66), only the nontangential convergence of $\Psi f$ to $f$ remains to be justified (that this issue is meaningful, to begin with, is ensured by Proposition 2.3.2). However, this follows from the second assertion in (2.3.64), the denseness of $C(\partial \Omega)$ in $L^{p}(\partial \Omega, \sigma)$, and the maximal function estimate (2.3.66).

Now, to establish (2.3.48), we argue as follows. Take $v \in \mathfrak{L}^{p}$ and set $w:=\Psi\left(\left.v\right|_{\partial \Omega}\right)$. By (2.3.67), $w \in \mathfrak{L}^{p}$ and $\left.w\right|_{\partial \Omega}=\left.v\right|_{\partial \Omega}$. Then take $f_{k} \in C^{0}(\partial \Omega)$ such that $\left.f_{k} \rightarrow v\right|_{\partial \Omega}$ in $L^{p}(\partial \Omega, d \sigma)$ and set $\tilde{w}_{k}:=\Psi f_{k}$. By (2.3.64), each $\tilde{w}_{k} \in C^{0}(\bar{\Omega})$, and by (2.3.66),

$$
\begin{equation*}
\left\|\mathcal{N}\left(\tilde{w}_{k}-w\right)\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C_{p}\left\|f_{k}-\left.v\right|_{\partial \Omega}\right\|_{L^{p}(\partial \Omega, d \sigma)} \rightarrow 0 \tag{2.3.68}
\end{equation*}
$$

which is stronger than the $L^{1}$ estimate demanded in (2.3.48). As mentioned in the paragraph after (2.3.48), having such continuous functions suffices, since they are easily approximated by Lipschitz functions. This finishes the proof of Proposition 2.3.7.

At this stage, it is straightforward to present the final arguments in the
Proof of Theorem 2.3.1. This is a direct consequence of Proposition 2.3.6, Proposition 2.3.7, Proposition 2.3.3 and Proposition 2.3.2.

### 2.4 Analysis on spaces of homogeneous type

Let us first recall the definition of a space of homogeneous type, as introduced by R. Coifman and G. Weiss in [23]. Assume that $\Sigma$ is a set equipped with a quasi-distance, i.e., a function $d: \Sigma \times \Sigma \rightarrow[0, \infty)$ satisfying

$$
\begin{align*}
& d(X, Y)=0 \Leftrightarrow X=Y, \quad d(X, Y)=d(Y, X)  \tag{2.4.1}\\
& d(X, Y) \leq \kappa(d(X, Z)+d(Z, Y)), \quad \forall X, Y, Z \in \Sigma
\end{align*}
$$

where $\kappa \geq 1$ is a fixed constant. In turn, a choice of a quasi-distance naturally induced a topology on $\Sigma$ for which the balls $B_{d}(X, r):=\{Y \in \Sigma: d(X, Y)<r\}$ (while not necessarily open when $\kappa>1$ ) form a base.

A space of homogeneous type is a structure $(\Sigma, d, \mu)$, where $d$ is a quasi-distance on the set $\Sigma$ and $\mu$ is a measure satisfying the doubling condition

$$
\begin{equation*}
0<\mu\left(B_{d}(X, 2 r)\right) \leq C_{o} \mu\left(B_{d}(X, r)\right)<+\infty, \quad \forall X \in \Sigma, \quad \forall r>0 \tag{2.4.2}
\end{equation*}
$$

for some $C_{o} \geq 1$. The number $D:=\log _{2} C_{o} \geq 0$ is called the doubling order of $\mu$. Iterating (2.4.2) then gives

$$
\begin{equation*}
\frac{\mu\left(B_{1}\right)}{\mu\left(B_{2}\right)} \leq C\left(\frac{\text { radius of } B_{1}}{\text { radius of } B_{2}}\right)^{D}, \quad \text { for all balls } \quad B_{2} \subseteq B_{1} . \tag{2.4.3}
\end{equation*}
$$

As a consequence, whenever $f$ is a nonnegative, measurable function on $\Sigma$,

$$
\begin{equation*}
f_{B_{2}} f d \mu \leq C\left(\frac{\text { radius of } B_{1}}{\text { radius of } B_{2}}\right)^{D} f_{B_{1}} f d \mu, \quad \text { for all balls } B_{2} \subseteq B_{1} . \tag{2.4.4}
\end{equation*}
$$

Let us also point out that

$$
\begin{equation*}
\Sigma \text { bounded } \Longleftrightarrow \mu(\Sigma)<+\infty \tag{2.4.5}
\end{equation*}
$$

and denote by $L_{l o c}^{p}(\Sigma, d \mu), 0<p<\infty$, the class of measurable functions $f$ on $\Sigma$, having the property that $\int_{E}|f|^{p} d \mu<+\infty$ whenever $E \subseteq \Sigma$ is a bounded, measurable set.
R.A. Macias and C. Segovia have proved in [74] that, given a space of homogeneous type ( $\Sigma, d, \mu$ ), there exists a quasi-metric $d^{\prime}$ which is equivalent with $d$, in the sense that $C^{-1} d^{\prime}(X, Y) \leq d(X, Y) \leq$ $C d^{\prime}(X, Y)$ for all $X, Y \in \Sigma$, and which satisfies the additional property

$$
\begin{equation*}
\left|d^{\prime}(X, Y)-d^{\prime}(Z, Y)\right| \leq C d^{\prime}(X, Z)^{\theta}\left(d^{\prime}(X, Y)+d^{\prime}(Z, Y)\right)^{1-\theta}, \quad \forall X, Y, Z \in \Sigma \tag{2.4.6}
\end{equation*}
$$

for some finite $C>0$ and $\theta \in(0,1)$. Using (2.4.6) it can then be verified that there exists $\varepsilon>0$ such that $d^{\prime}(X, Y)^{\varepsilon}$ is a metric on $\Sigma$. Furthermore, the balls $B_{d^{\prime}}(X, R)$ associated with $d^{\prime}$ are open. It has also been shown in [74] that

$$
\begin{equation*}
\delta(X, Y):=\inf \{\mu(B): B d \text {-ball containing } X \text { and } Y\}, \quad X, Y \in \Sigma, \tag{2.4.7}
\end{equation*}
$$

is a quasi-metric yielding the same topology on $\Sigma$ as $d$. In addition, there exist $C_{1}, C_{2}>0$ such that

$$
\begin{equation*}
C_{1} R \leq \mu\left(B_{\delta}(X, R)\right) \leq C_{2} R, \quad \forall X \in \Sigma, \quad \mu(\{X\})<R<\mu(\Sigma) . \tag{2.4.8}
\end{equation*}
$$

Let us also point out here that

$$
\begin{equation*}
\delta(X, Y) \approx \mu\left(B_{d}(X, d(X, Y))\right), \quad \text { uniformly for } X, Y \in \Sigma, \quad R>0 \tag{2.4.9}
\end{equation*}
$$

The index $\theta$ is indicative of the amount of smoothness, measured on Hölder scales, functions defined on $\Sigma$ can display. For example, the Hölder space $\mathcal{C}^{\alpha}(\Sigma, d)$ defined as the collection of all real-valued functions $f$ on $\Sigma$ for which $\|f\|_{\mathcal{C}^{\alpha}(\Sigma, d)}<+\infty$, where

$$
\|f\|_{\mathcal{C}^{\alpha}(\Sigma, d)}:=\left\{\begin{array}{l}
\sup _{X \neq Y \in \Sigma} \frac{|f(X)-f(Y)|}{d(X, Y)^{\alpha}}, \quad \text { if } \mu(\Sigma)=+\infty  \tag{2.4.10}\\
\left|\int_{\Sigma} f d \mu\right|+\sup _{X \neq Y \in \Sigma} \frac{|f(X)-f(Y)|}{d(X, Y)^{\alpha}}, \quad \text { if } \mu(\Sigma)<+\infty
\end{array}\right.
$$

is non-trivial whenever $\alpha \in(0, \theta)$. Indeed, if $\psi$ is a nice bump function on the real line and $X_{o} \in \Sigma$ is fixed, then $\psi\left(d^{\prime}\left(\cdot, X_{o}\right)\right)$ belongs to $\mathcal{C}^{\alpha}(\Sigma)$ for every $\alpha \in(0, \theta)$.

A related smoothness space is $\mathcal{C}^{\alpha}(\Sigma, \delta)$, whose significance is apparent from the following observation. Let $\theta \in(0,1)$ be the Hölder exponent associated with the quasi-distance $\delta$ as in (2.4.6). If $\frac{1}{1+\theta}<p<1$ and $\alpha=1 / p-1 \in(0, \theta)$, we define the Hardy space $H_{a t}^{p}(\Sigma, d \mu)$ as the collection of all functionals $f$ in $\left(\mathcal{C}^{\alpha}(\Sigma, \delta)\right)^{*}$ which possess an atomic decomposition $f=\sum_{j} \lambda_{j} a_{j}$, with convergence in $\left(\mathcal{C}^{\alpha}(\Sigma, \delta)\right)^{*}$, where $\left\{\lambda_{j}\right\}_{j} \in \ell^{p}$ and each $a_{j}$ is a $p$-atom, i.e. satisfies

$$
\begin{equation*}
\operatorname{supp} a \subseteq B_{d}\left(X_{o}, r\right), \quad\|a\|_{L^{2}(\Sigma, d \mu)} \leq \mu\left(B_{d}\left(X_{o}, r\right)\right)^{1 / 2-1 / p}, \quad \int_{\Sigma} a d \mu=0 \tag{2.4.11}
\end{equation*}
$$

When $\mu(\Sigma)<+\infty$, the constant function $a(X)=\mu(\Sigma)^{-1 / p}, X \in \Sigma$, is also considered to be a $p$-atom. We then set

$$
\begin{equation*}
\|f\|_{H_{a t}^{p}(\Sigma)}:=\inf \left\{\left(\sum_{j}\left|\lambda_{j}\right|^{p}\right)^{1 / p}: f=\sum_{j} \lambda_{j} a_{j}, \text { with each } a_{j} \text { a } p \text {-atom }\right\} . \tag{2.4.12}
\end{equation*}
$$

The space $H_{a t}^{1}(\Sigma, d \mu)$ is defined analogously, the sole exception being that the series $f=\sum_{j} \lambda_{j} a_{j}$ is assumed to converge in $L^{1}(\Sigma, d \mu)$. As is well-known ([23]), we have

$$
\begin{equation*}
\left(H_{a t}^{p}(\Sigma, d \mu)\right)^{*}=\mathcal{C}^{\alpha}(\Sigma, \delta), \quad \text { if } \alpha=1 / p-1 \in(0, \theta) \tag{2.4.13}
\end{equation*}
$$

Also, corresponding to $p=1$,

$$
\begin{equation*}
\left(H_{a t}^{1}(\Sigma, d \mu)\right)^{*}=\operatorname{BMO}(\Sigma, d \mu), \tag{2.4.14}
\end{equation*}
$$

where $\operatorname{BMO}(\Sigma, d \mu)$ consists of functions $f \in L_{l o c}^{1}(\Sigma, d \mu)$ for which $\|f\|_{\mathrm{BMO}(\Sigma, d \mu)}<+\infty$. As usual, we have set

$$
\|f\|_{\mathrm{BMO}(\Sigma, d \mu)}:=\left\{\begin{array}{l}
\sup _{R>0} M_{1}(f ; R) \quad \text { if } \mu(\Sigma)=+\infty  \tag{2.4.15}\\
\left|\int_{\Sigma} f d \mu\right|+\sup _{R>0} M_{1}(f ; R) \quad \text { if } \mu(\Sigma)<+\infty
\end{array}\right.
$$

where, for $p \in[1, \infty)$, we have set

$$
\begin{align*}
& M_{p}(f ; R):=\sup _{X \in \Sigma} \sup _{r \in(0, R]}\left(f_{B_{d}(X, r)}\left|f-f_{B_{d}(X, r)} f d \mu\right|^{p} d \mu\right)^{1 / p}  \tag{2.4.16}\\
& \text { and } \quad f_{B_{d}(X, r)} f d \mu:=\frac{1}{\mu\left(B_{d}(X, r)\right)} \int_{B_{d}(X, r)} f d \mu
\end{align*}
$$

Note that Hölder's inequality gives

$$
\begin{align*}
M_{1}(f ; R) & \leq M_{p}(f ; R) \\
& \approx \sup _{X \in \Sigma} \sup _{r \in(0, R]}\left(f_{B_{d}(X, r)} f_{B_{d}(X, r)}|f(Y)-f(Z)|^{p} d \mu(Z) d \mu(Y)\right)^{1 / p} \tag{2.4.17}
\end{align*}
$$

uniformly for $f \in \operatorname{BMO}(\Sigma, d \mu)$. Also, the John-Nirenberg inequality ensures that, for each fixed $p \in[1, \infty)$,

$$
\|f\|_{\mathrm{BMO}(\Sigma, d \mu)} \approx\left\{\begin{array}{l}
\sup _{R>0} M_{p}(f ; R) \quad \text { if } \mu(\Sigma)=+\infty  \tag{2.4.18}\\
\left|\int_{\Sigma} f d \mu\right|+\sup _{R>0} M_{p}(f ; R) \quad \text { if } \mu(\Sigma)<+\infty
\end{array}\right.
$$

uniformly for $f \in \operatorname{BMO}(\Sigma, d \mu)$.
Moving on, if as in [23] we set

$$
\begin{align*}
\mathrm{VMO}_{0}(\Sigma, d \mu):= & \text { the closure in } \operatorname{BMO}(\Sigma, d \mu) \text { of the space of continuous } \\
& \text { functions with bounded support on } \Sigma, \tag{2.4.19}
\end{align*}
$$

then

$$
\begin{equation*}
\left(\mathrm{VMO}_{0}(\Sigma, d \mu)\right)^{*}=H_{a t}^{1}(\Sigma, d \mu) \tag{2.4.20}
\end{equation*}
$$

For our purposes, the space $\mathrm{VMO}_{0}(\Sigma, d \mu)$ is inadequate, so we shall consider a related version of it. Specifically, following [98], if $\mathrm{UC}(\Sigma)$ stands for the space of uniformly continuous functions on $\Sigma$, we introduce $\operatorname{VMO}(\Sigma, d \mu)$, the space of functions of vanishing mean oscillations on $\Sigma$, as

$$
\begin{equation*}
\operatorname{VMO}(\Sigma, d \mu):=\text { the closure of } \mathrm{UC}(\Sigma) \cap \operatorname{BMO}(\Sigma, d \mu) \text { in } \operatorname{BMO}(\Sigma, d \mu) . \tag{2.4.21}
\end{equation*}
$$

Note that $\operatorname{VMO}_{0}(\Sigma, d \mu)=\operatorname{VMO}(\Sigma, d \mu)$ if $\Sigma$ is compact. In this latter setting, we also have the following useful equivalent characterization of $\operatorname{VMO}(\Sigma, d \mu)$.

Proposition 2.4.1 Assume that $(\Sigma, d, \mu)$ is a compact space of homogeneous type. Then

$$
\begin{equation*}
\operatorname{VMO}(\Sigma, d \mu) \text { is the closure of } \mathcal{C}^{\alpha}(\Sigma, d) \text { in } \operatorname{BMO}(\Sigma, d \mu), \tag{2.4.22}
\end{equation*}
$$

for every $\alpha \in(0, \theta)$.
Proof. This is seen from (2.4.21) and the fact that $\mathcal{C}^{\alpha}(\Sigma, d) \hookrightarrow C^{0}(\Sigma)$ densely in the uniform norm, as a simple application of the Stone-Weierstrass theorem shows. Indeed, $\mathcal{C}^{\alpha}(\Sigma, d)$ is a sub-algebra of $C^{0}(\Sigma)$ which separates the points on $\Sigma$. The latter claim is readily checked by observing that, if $X_{1}, X_{2} \in \Sigma, X_{1} \neq X_{2}$, then $d^{\prime}\left(X_{1}, \cdot\right) \in \mathcal{C}^{\alpha}(\Sigma, d)$ satisfies $d^{\prime}\left(X_{1}, X_{1}\right)=0$ and $d^{\prime}\left(X_{1}, X_{2}\right) \neq 0$.

Given a space of homogeneous type $(\Sigma, d, \mu)$, call a real-valued function $\omega$ defined on $\Sigma$ a weight if it is non-negative and measurable. If $1<p<\infty$, a weight $w$ belongs to the Muckenhoupt class $A_{p}$ if

$$
\begin{equation*}
[w]_{A_{p}}:=\sup _{B \text { ball }}\left(\frac{1}{\mu(B)} \int_{B} w d \mu\right)\left(\frac{1}{\mu(B)} \int_{B} w^{-1 /(p-1)} d \mu\right)^{p-1}<+\infty . \tag{2.4.23}
\end{equation*}
$$

Corresponding to $p=1$, the class $A_{1}$ is then defined as the collection of all weights $w$ for which

$$
\begin{equation*}
[w]_{A_{1}}:=\sup _{B \text { ball }}\left(\operatorname{ess} \inf _{B} w\right)^{-1}\left(\frac{1}{\mu(B)} \int_{B} w d \mu\right)<+\infty \tag{2.4.24}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\frac{1}{\mu(B)} \int_{B} w d \mu \leq[w]_{A_{1}} w(X) \text { for } \mu \text {-a.e. } X \in B, \tag{2.4.25}
\end{equation*}
$$

for every ball $B \subset \Sigma$. See, e.g., [110] for a more detailed discussion, including basic properties. Below we summarize a number of well-known facts which are relevant for us here. To state them, denote by $\mathcal{M}$ the Hardy-Littlewood maximal function on $\Sigma$,

$$
\begin{equation*}
\mathcal{M} f(X)=\sup _{B \ni X} \frac{1}{\mu(B)} \int_{B}|f| d \mu, \tag{2.4.26}
\end{equation*}
$$

and, for any weight $\omega$ on $\Sigma$, abbreviate $L^{p}(\omega):=L^{p}(\Sigma, \omega d \mu)$. Then the following hold:
(1) If $1<p<\infty$ and $\omega \in A_{p}$ then $\mathcal{M}: L^{p}(\omega) \rightarrow L^{p}(\omega)$ is bounded with norm $\leq C\left(\Sigma,[w]_{A_{p}}\right)$;
(2) $\omega \in A_{p}$ if and only if $\omega^{1-p^{\prime}} \in A_{p^{\prime}}$, where $1 / p+1 / p^{\prime}=1$, and $\left[\omega^{1-p^{\prime}}\right]_{A_{p^{\prime}}}=[\omega]_{A_{p}}^{1 /(p-1)}$;
(3) If $\omega_{1}, \omega_{2} \in A_{1}$, then $\omega_{1} \omega_{2}^{1-p} \in A_{p}$ and $\left[\omega_{1} \omega_{2}^{1-p}\right]_{A_{p}} \leq\left[\omega_{1}\right]_{A_{1}}^{1 /(p-1)}\left[\omega_{2}\right]_{A_{1}}^{p-1}$;
(4) If $w$ is a weight for which $\mathcal{M}(w) \leq C w$ on $\Sigma$ then $w \in A_{1}$ and $[w]_{A_{1}} \leq C$.

The following is the weighted, homogeneous space version of the commutator theorem of Coifman-Rochberg-Weiss [21].

Theorem 2.4.2 Let $(\Sigma, d, \mu)$ be a space of homogeneous type and let $p_{0} \in(1, \infty)$. Assume that $T$ is a linear operator with the property that for any weight $\omega \in A_{p_{0}}$, $T$ maps $L^{p_{0}}(\omega)$ boundedly into itself, with norm controlled solely in terms of $[\omega]_{A_{p_{0}}}$.

Then for every $b \in \mathrm{BMO}(\Sigma, d \mu)$, the commutator $\left[M_{b}, T\right]$ between $T$ and the operator of multiplication by $b$ is bounded on $L^{p}(\omega)$, with norm $\leq C\left(p,[\omega]_{A_{p}}\right)\|b\|_{\operatorname{BMO}(\Sigma, d \mu)}$, for each $p \in(1, \infty)$ and $\omega \in A_{p}$.

In essence, this is known, and various related versions can be found in e.g., [8], [3]. Given that this result plays an important role in this paper, we chose to present a proof based on Muckenhoupt theory of weights and Rubio de Francia's extrapolation theory, adapted to spaces of homogeneous type. We begin by discussing the latter, by closely paralleling the approach recently developed in [26] (we wish to use the opportunity to thank Chema Martell for calling this reference to our attention).

Proposition 2.4.3 Let $f, g$ be two nonnegative, measurable functions with the property that there exist $p_{0} \in(1, \infty)$ such that for every $w \in A_{p_{0}}$

$$
\begin{equation*}
\int_{\Sigma} f^{p_{0}} w d \mu \leq C \int_{\Sigma} g^{p_{0}} w d \mu \tag{2.4.27}
\end{equation*}
$$

where the constant $C$ depends only on $[w]_{A_{p_{0}}}$. Then for each $1<p<\infty$ and $\omega \in A_{p}$,

$$
\begin{equation*}
\int_{\Sigma} f^{p} \omega d \mu \leq C \int_{\Sigma} g^{p} \omega d \mu \tag{2.4.28}
\end{equation*}
$$

where the constant $C$ depends only on $p$ and $[\omega]_{A_{p}}$.
Proof. The proof is divided into several steps, starting with:
Step I. Rubio de Francia's construction. Assume that $1<p<\infty$ and that a weight function $\omega$ has been fixed. Given a sublinear operator $A: L^{p}(\omega) \rightarrow L^{p}(\omega)$, with $\|A\|_{L^{p}(\omega) \rightarrow L^{p}(\omega)}:=$ $\sup \left\{\|A f\|_{L^{p}(\omega)}:\|f\|_{L^{p}(\omega)}=1\right\}<+\infty$, define

$$
\begin{equation*}
T_{A} f:=\sum_{j=0}^{\infty} \frac{A^{j} f}{2^{j}\|A\|_{L^{p}(\omega) \rightarrow L^{p}(\omega)}^{j}}, \quad \text { whenever } f \in L^{p}(\omega), \quad f \geq 0 \tag{2.4.29}
\end{equation*}
$$

where $A^{j}:=A \circ \cdots \circ A(j$ factors $)$ if $j \in \mathbb{N}$, and $A^{0}:=I$, the identity operator. For any $f \in L^{p}(\omega)$, $f \geq 0$, the following properties are then easily checked:

$$
\begin{equation*}
f \leq T_{A} f, \quad\left\|T_{A} f\right\|_{L^{p}(\omega)} \leq 2\|f\|_{L^{p}(\omega)}, \quad A\left(T_{A} f\right) \leq 2\|A\|_{L^{p}(\omega) \rightarrow L^{p}(\omega)} T_{A} f \tag{2.4.30}
\end{equation*}
$$

Step II. Construction adapted to $\mathcal{M}$. Thanks to (1) above, the construction in Step I can be applied to $\mathcal{M}$ whenever $\omega \in A_{p}$. Assuming that this is the case, for any $h \in L^{p}(\omega), h \geq 0$, we then obtain
(i) $h \leq T_{\mathcal{M}} h$;
(ii) $\left\|T_{\mathcal{M}} h\right\|_{L^{p}(\omega)} \leq 2\|h\|_{L^{p}(\omega)}$;
(iii) $\mathcal{M}\left(T_{\mathcal{M}} h\right) \leq 2\|\mathcal{M}\|_{L^{p}(\omega) \rightarrow L^{p}(\omega)} T_{\mathcal{M}} h$.

In particular, by (4) above, we have

$$
\begin{equation*}
T_{\mathbb{M}} h \in A_{1} \tag{2.4.31}
\end{equation*}
$$

Step III. Construction adapted to $\mathcal{M}^{\prime}$. Let $p^{\prime}$ be such that $\frac{1}{p}+\frac{1}{p^{\prime}}=1$, and consider the sublinear operator

$$
\begin{equation*}
\mathcal{M}^{\prime}: L^{p^{\prime}}(\omega) \longrightarrow L^{p^{\prime}}(\omega), \quad \mathcal{M}^{\prime} f:=\frac{\mathcal{M}(f \omega)}{\omega} \tag{2.4.32}
\end{equation*}
$$

By (2) above, $\mathcal{M}^{\prime}$ is bounded provided $\omega \in A_{p}$. If that is the case, then the construction in Step I can be applied to $\mathcal{M}^{\prime}$. This shows that, if $\omega \in A_{p}$, then for any nonnegative function $h \in L^{p^{\prime}}(\omega)$
(i)' $h \leq T_{\mathcal{M}^{\prime}} h$;
(ii) $\left\|T_{\mathcal{M}^{\prime}} h\right\|_{L^{p^{\prime}}(\omega)} \leq 2\|h\|_{L^{p^{\prime}}(\omega)}$;
(iii) $\mathcal{M}^{\prime}\left(T_{\mathcal{M}^{\prime}} h\right) \leq 2\left\|T_{\mathcal{M}^{\prime}}\right\|_{L^{p^{\prime}}(\omega) \rightarrow L^{p^{\prime}}(\omega)} T_{\mathcal{M}^{\prime}} h$.

The last estimate entails $\mathcal{M}\left(\omega T_{\mathcal{M}^{\prime}} h\right) \leq C \omega T_{\mathcal{M}^{\prime}} h$. Hence, as before,

$$
\begin{equation*}
\omega T_{\mathcal{M}^{\prime}} h \in A_{1} \tag{2.4.33}
\end{equation*}
$$

Step IV. Proof of the extrapolation estimate. Fix $(f, g) \in F$ and $1<p, p^{\prime}<\infty$ with $1 / p+$ $1 / p^{\prime}=1$. Then there exists a nonnegative function $h \in L^{p^{\prime}}(\omega)$ with $\|h\|_{L^{p^{\prime}}(\omega)}=1$ and for which $\|f\|_{L^{p}(\omega)}=\int_{\Sigma} f h \omega d \mu$. Making also use of (i)' and Hölder's inequality (with indices $p_{0}, p_{0}^{\prime}$ and measure $T_{\mathcal{M}^{\prime}} h \omega d \mu$ ), we can then write

$$
\begin{align*}
\|f\|_{L^{p}(\omega)} & \leq \int_{\Sigma} f\left(T_{\mathcal{M}^{\prime}} h\right) \omega d \mu  \tag{2.4.34}\\
& =\int_{\Sigma} f\left(T_{\mathcal{M}} g\right)^{-1 / p_{0}^{\prime}}\left(T_{\mathcal{M}} g\right)^{1 / p_{0}^{\prime}}\left(T_{\mathcal{M}^{\prime}} h\right) \omega d \mu \\
& \leq\left(\int_{\Sigma} f^{p_{0}}\left(T_{\mathcal{M}} g\right)^{1-p_{0}} T_{\mathcal{M}^{\prime}} h \omega d \mu\right)^{1 / p_{0}}\left(\int_{\Sigma} T_{\mathcal{M}} g T_{\mathcal{M}^{\prime}} h \omega d \mu\right)^{1 / p_{0}^{\prime}}=: A \cdot B .
\end{align*}
$$

To proceed, set $\omega_{1}:=T_{\mathcal{M}} g, \omega_{2}:=T_{\mathcal{M}^{\prime}} h \omega$ and $w:=\omega_{1}^{1-p_{0}} \omega_{2}$. Then (iii) and (iii)' ensure that $\omega_{1}, \omega_{2} \in A_{1}$. Moreover, $w \in A_{p_{0}}$ by (3). Using these and (2.4.27), the first factor in the rightmost side of (2.4.34) can be estimated as follows

$$
\begin{align*}
A & =\left(\int_{\Sigma} f^{p_{0}} w d \mu\right)^{1 / p_{0}} \leq C\left(\int_{\Sigma} g^{p_{0}} w d \mu\right)^{1 / p_{0}} \\
& =C\left(\int_{\Sigma} g^{p_{0}}\left(T_{\mathcal{M}} g\right)^{1-p_{0}}\left(T_{\mathcal{M}^{\prime}} h\right) \omega d \mu\right)^{1 / p_{0}} \\
& \leq C\left(\int_{\Sigma} T_{\mathcal{M}} g\left(T_{\mathcal{M}^{\prime}} h\right) \omega d \mu\right)^{1 / p_{0}} \tag{2.4.35}
\end{align*}
$$

where the last inequality in (2.4.35) is based on (i). By combining (2.4.34) and (2.4.35), applying Hölder's inequality, then using (ii) and (ii)' we arrive at

$$
\begin{align*}
\|f\|_{L^{p}(\omega)} & \leq C\left(\int_{\Sigma} T_{\mathcal{M}} g T_{\mathcal{M}^{\prime}} h \omega d \mu\right)^{1 / p_{0}+1 / p_{0}^{\prime}}=C \int_{\Sigma} T_{\mathcal{M}} g T_{\mathcal{M}^{\prime}} h \omega d \mu \\
& \leq C\left\|T_{\mathcal{M} g}\right\|_{L^{p}(\omega)}\left\|T_{\mathcal{M}^{\prime}} h\right\|_{L^{p^{\prime}}(\omega)} \leq C\|g\|_{L^{p}(\omega)}\|h\|_{L^{p^{\prime}}(\omega)}=C\|g\|_{L^{p}(\omega)} \tag{2.4.36}
\end{align*}
$$

since $\|h\|_{L^{p^{\prime}}(\omega)}=1$. Hence, (2.4.27) is proved.
Having established Proposition 2.4.3, we are prepared to present the
Proof of Theorem 2.4.2. We shall closely follow [58], [91]. First, from simple homogeneity considerations, there is no loss of generality in assuming that $\|b\|_{\mathrm{BMO}}^{(\Sigma, d \mu)}=1$. From Proposition 2.4.3, $T$ maps any $L^{p}(\omega)$ boundedly into itself, $1<p<\infty, \omega \in A_{p}$, with norm controlled by $p$ and $[\omega]_{A_{p}}$. Fix now $p \in(1, \infty), b \in \operatorname{BMO}(\Sigma, d \mu), \omega \in A_{p}$, and let $\varepsilon>0$ be sufficiently small so that, for any complex number $z$ with $|z| \leq \varepsilon$,

$$
\begin{equation*}
\omega e^{(\operatorname{Re} z) b} \in A_{p} \tag{2.4.37}
\end{equation*}
$$

with $A_{p}$ norm controlled by $C(p, \omega)$ uniformly in $z$ (cf., e.g., [58] pp. 32-33 for a proof in the Euclidean setting which easily adapts to spaces of homogeneous type). The idea is now to observe that, for an eventually smaller $\varepsilon$, the analytic mapping

$$
\begin{equation*}
\Phi:\{z \in \mathbb{C}:|z|<\varepsilon\} \longrightarrow \mathcal{L}\left(L^{p}(\omega)\right), \quad \Phi(z):=M_{e^{z b}} T M_{e^{-z b}} \tag{2.4.38}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\|\Phi(z)\|_{\mathcal{L}\left(L^{p}(\omega)\right)} \leq C \text { for }|z|<\varepsilon, \quad \text { and } \quad\left[T, M_{b}\right]=\Phi^{\prime}(0) . \tag{2.4.39}
\end{equation*}
$$

The estimate $\left\|\left[T, M_{b}\right]\right\|_{L^{p}(\omega) \rightarrow L^{p}(\omega)} \leq C$ now follows from elementary considerations involving (2.4.39) and Cauchy's reproducing formula.

We next discuss the connection between Theorem 2.4.2 and Calderón-Zygmund operators. A linear, continuous operator $T: \mathcal{C}^{\alpha}(\Sigma, d) \rightarrow\left(\mathcal{C}^{\alpha}(\Sigma, d)\right)^{*}, \alpha \in(0, \theta)$, is said to be associated with the kernel $K \in L_{l o c}^{1}(\Sigma \times \Sigma \backslash$ diag $)$ if

$$
\begin{equation*}
\langle T f, g\rangle=\int_{\Sigma} \int_{\Sigma} K(X, Y) f(Y) g(X) d \mu(X) d \mu(Y) \tag{2.4.40}
\end{equation*}
$$

whenever $f, g \in \mathcal{C}^{\alpha}(\Sigma, d)$ have bounded, disjoint supports. If, in addition, there exist a finite $C>0$ and a small $\varepsilon>0$ such that

$$
\begin{align*}
& |K(X, Y)| \leq \frac{C}{\mu\left(B_{d}(X, d(X, Y))\right)}, \quad \forall X, Y \in \Sigma, \quad \text { and }  \tag{2.4.41}\\
& \left|K(X, Y)-K\left(X^{\prime}, Y\right)\right|+\left|K(Y, X)-K\left(Y, X^{\prime}\right)\right| \leq\left(\frac{d\left(X, X^{\prime}\right)}{d\left(X, Y^{\prime}\right)}\right)^{\varepsilon}\left(\frac{C}{\mu\left(B_{d}(X, d(X, Y))\right)}\right) \\
& \quad \text { whenever } X, X^{\prime}, Y \in \Sigma \text { satisfy } d(X, Y) \geq \kappa d\left(X, X^{\prime}\right), \tag{2.4.42}
\end{align*}
$$

then $T$ is called a Calderón-Zygmund type operator.

Corollary 2.4.4 Assume that $(\Sigma, d, \mu)$ is a space of homogeneous type and that $T$ is a CalderónZygmund type operator which is bounded on $L^{2}(\Sigma, d \mu)$. Then the same conclusions as in Theorem 2.4.2 are valid.

Proof. This is a direct consequence of Theorem 2.4.2 and the fact that Calderón-Zygmund type operators which are bounded on $L^{2}(\Sigma, d \mu)$ are also bounded on $L^{p}(\omega)$ whenever $1<p<\infty$ and $\omega \in A_{p}$. See [19] for the Euclidean space and, e.g., [75] for spaces of homogeneous type.

Corollary 2.4.4 and the characterization (2.4.22) further entail the following.
Theorem 2.4.5 Suppose that $(\Sigma, d, \mu)$ is a compact space of homogeneous type, and assume that $T$ is a Calderón-Zygmund type operator which is bounded on $L^{2}(\Sigma, d \mu)$. Then for every $p \in(1, \infty)$ there exists $C>0$ such that, for every $b \in \operatorname{BMO}(\Sigma, d \mu)$,

$$
\begin{equation*}
\inf _{K}\left\|\left[M_{b}, T\right]-K\right\|_{L^{p}(\Sigma, d \mu) \rightarrow L^{p}(\Sigma, d \mu)} \leq C \operatorname{dist}(b, \operatorname{VMO}(\Sigma, d \mu)), \tag{2.4.43}
\end{equation*}
$$

where the infimum is taken over all compact operators $K$ on $L^{p}(\Sigma, d \mu)$, and the distance is measured in $\operatorname{BMO}(\Sigma, d \mu)$.

As a consequence, if $T$ is as above and $b \in \operatorname{VMO}(\Sigma, d \mu)$, then the commutator $\left[M_{b}, T\right]$ between $T$ and the operator of multiplication by $b$ is compact on $L^{p}(\Sigma, d \mu)$ for each $p \in(1, \infty)$.

Proof. Once the compactness of $\left[M_{b}, T\right]$ for each $b \in \operatorname{VMO}(\Sigma, d \mu)$ has been established, estimate (2.4.43) follows readily from the operator bound in Corollary 2.4.4. In concert with Proposition 2.4.1, Corollary 2.4.4 also allows one to prove compactness of $\left[M_{b}, T\right]$ for each $b \in \operatorname{VMO}(\Sigma, d \mu)$ from such compactness when $b \in \mathcal{C}^{\alpha}(\Sigma, d)$, for some small $\alpha>0$. In such a case, we have

$$
\begin{equation*}
\left[M_{b}, T\right] f(X)=\int_{\Sigma} k(X, Y) f(Y) d \mu(Y), \tag{2.4.44}
\end{equation*}
$$

with

$$
\begin{equation*}
|k(X, Y)| \leq C \frac{d(X, Y)^{\alpha}}{\mu\left(B_{d}(X, d(X, Y))\right)} \tag{2.4.45}
\end{equation*}
$$

and this implies the desired compactness result by virtue of Lemma 2.4.6 below.
In fact, we give a result in a natural level of generality, which establishes such asserted compactness and which will also prove useful in $\S 5$.

Lemma 2.4.6 Suppose $(\Sigma, d, \mu)$ is a space of homogeneous type such that $\mu(\Sigma)<\infty$. Let $k(X, Y)$ be a real-valued, measurable function on $\Sigma \times \Sigma$ satisfying

$$
\begin{equation*}
|k(X, Y)| \leq \frac{\psi(d(X, Y))}{\mu\left(B_{d}(X, d(X, Y))\right)} \tag{2.4.46}
\end{equation*}
$$

where $\psi(t)$ is monotone increasing and slowly varying, with

$$
\begin{equation*}
\int_{0}^{1} \frac{\psi(t)}{t} d t<\infty \tag{2.4.47}
\end{equation*}
$$

## Consider

$$
\begin{equation*}
K f(X)=\int_{\Sigma} k(X, Y) f(Y) d \mu(Y) \tag{2.4.48}
\end{equation*}
$$

Then $K: L^{p}(\Sigma, d \mu) \rightarrow L^{p}(\Sigma, d \mu)$ is compact, for each $p \in(1, \infty)$.
Proof. Take $\varepsilon>0$ and set $K=K^{\#}+K^{b}$ with integral kernels $k(X, Y)=k^{\#}(X, Y)+k^{b}(X, Y)$, where

$$
\begin{array}{rll}
k^{\#}(X, Y)=k(X, Y) & \text { for } & d(X, Y) \leq \varepsilon \\
0 & \text { for } & d(X, Y)>\varepsilon . \tag{2.4.49}
\end{array}
$$

If for each integer $j$ we now set

$$
\begin{equation*}
\Delta_{j}(X)=\left\{Y \in \Sigma: e^{-j-1} \leq d(X, Y)<e^{-j}\right\} \tag{2.4.50}
\end{equation*}
$$

we may then compute

$$
\begin{align*}
\int_{\Sigma}\left|k^{\#}(X, Y)\right| d \mu(Y) & \leq C \sum_{j \geq \log 1 / \varepsilon_{\Delta_{j}(X)}} \int_{\mu\left(B_{d}(X, d(X, Y))\right)} \frac{\psi(d(X, Y))}{\mu(Y)}  \tag{2.4.51}\\
& \leq C \sum_{j \geq \log 1 / \varepsilon} \psi\left(e^{-j}\right) \\
& \leq C \int_{0}^{\varepsilon} \frac{\psi(t)}{t} d t=: \delta(\varepsilon)
\end{align*}
$$

There is a similar estimate for $\int_{\Sigma}\left|k^{\#}(X, Y)\right| d \mu(X)$, since the doubling hypothesis allows us to switch the roles of $X$ and $Y$ in (2.4.46). Therefore, if $\mathcal{L}\left(L^{p}\right)$ denotes the Banach space of bounded linear operators on $L^{p}(\Sigma, d \mu)$, then Schur's lemma gives

$$
\begin{equation*}
\left\|K^{\#}\right\|_{\mathcal{L}\left(L^{p}\right)} \leq \delta(\varepsilon) \tag{2.4.52}
\end{equation*}
$$

and $\delta(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$.
Thus it remains to show that $K^{b}$ is compact on each $L^{p}$ space, for $p \in(1, \infty)$, under the hypothesis that $k^{b}(X, Y)$ is bounded. First note that $K^{b}$ is compact on $L^{2}(\Sigma, d \mu)$, since it is Hilbert-Schmidt, due to the fact that $\mu(\Sigma)<\infty$. The compactness of $K^{b}$ on $L^{p}(\Sigma, d \mu)$ for each $p \in(1, \infty)$ then follows from an interpolation theorem of Krasnoselski (see, e.g., [6], Theorem 2.9, p. 203). This finishes the proof of the lemma.

We now record a result proved by M. Christ in [18] which provides an analogue of the grid of Euclidean dyadic cubes on a space of homogeneous type.

Proposition 2.4.7 Let $(\Sigma, d, \mu)$ be a space of homogeneous type. Then there exist a collection $\mathcal{Q}=\left\{Q_{\alpha}^{k}: k \in \mathbb{Z}, \alpha \in I_{k}\right\}$ of open subsets of $\Sigma$, where $I_{k}$ is some (possibly finite) index set, along with constants $\eta \in(0,1)$ and $C_{1}, C_{2}>0$ such that the following hold:
(i) for each fixed $k \in \mathbb{Z}, \mu\left(\Sigma \backslash \cup_{\alpha \in I_{k}} Q_{\alpha}^{k}\right)=0$ and $Q_{\alpha}^{k} \cap Q_{\beta}^{k}=\emptyset$ whenever $\alpha \neq \beta$;
(ii) for any $k, \ell \in \mathbb{Z}$ with $\ell \geq k$ and any $\alpha \in I_{k}, \beta \in I_{\ell}$, either $Q_{\beta}^{\ell} \subseteq Q_{\alpha}^{k}$ or $Q_{\beta}^{\ell} \cap Q_{\alpha}^{k}=\emptyset$;
(iii) for each $k \in \mathbb{Z}, \alpha \in I_{k}$, and each $\ell \in \mathbb{Z}$ with $\ell<k$, there exists a unique $\beta \in I_{\ell}$ such that $Q_{\alpha}^{k} \subseteq Q_{\beta}^{\ell} ;$
(iv) for each $k \in \mathbb{Z}$ and $\alpha \in I_{k}$, the set $Q_{\alpha}^{k}$ has at least one child, i.e., there exists some $\beta \in I_{k+1}$ such that $Q_{\beta}^{k+1} \subseteq Q_{\alpha}^{k}$;
(v) for each $k \in \mathbb{Z}$ and $\alpha \in I_{k}$, there exists $X_{\alpha}^{k} \in Q_{\alpha}^{k}$ (referred to as the center of $Q_{\alpha}^{k}$ ) such that

$$
\begin{equation*}
B_{d}\left(X_{\alpha}^{k}, C_{1} \eta^{k}\right) \subseteq Q_{\alpha}^{k} \subseteq B_{d}\left(X_{\alpha}^{k}, C_{2} \eta^{k}\right) \tag{2.4.53}
\end{equation*}
$$

By a slight abuse of terminology, we shall refer to the sets $Q_{\alpha}^{k}$ as dyadic cubes on $\Sigma$, and call $\mathcal{Q}=\left\{Q_{\alpha}^{k}: k \in \mathbb{Z}, \alpha \in I_{k}\right\}$ dyadic grid on $\Sigma$. Also, the index $k$ will be referred to as the generation of the dyadic cube $Q_{\alpha}^{k}$. In the context of (iii) above, the dyadic cube $Q_{\beta}^{\ell}$ will be referred to as an ancestor of $Q_{\alpha}^{k}$. Corresponding to the case when $k=\ell+1$, we shall call $Q_{\alpha}^{\ell+1}$ the parent of $Q_{\alpha}^{\ell}$. Let us also note here that there there exists a small constant $c>0$ such that

$$
\begin{equation*}
Q_{\beta}^{k+1} \text { is a child of } Q_{\alpha}^{k} \Longrightarrow \mu\left(Q_{\beta}^{k+1}\right) \geq c \eta^{D} \mu\left(Q_{\alpha}^{k}\right) \tag{2.4.54}
\end{equation*}
$$

Indeed, since the diameter of $Q_{\alpha}^{k}$ is $\leq C_{o} \eta^{k}$, and if $X_{\beta}^{k+1} \in Q_{\beta}^{k+1} \subseteq Q_{\alpha}^{k}$ is the center of $Q_{\beta}^{k+1}$, then $Q_{\alpha}^{k} \subseteq B_{d}\left(X_{\beta}^{k+1}, C_{o} \eta^{k}\right)$ and, hence, $\mu\left(Q_{\alpha}^{k}\right) \leq \mu\left(B_{d}\left(X_{\beta}^{k+1}, C_{o} \eta^{k}\right)\right) \leq C \eta^{-D} \mu\left(B_{d}\left(X_{\beta}^{k+1}, C_{1} \eta^{k+1}\right)\right) \leq$ $C \eta^{-D} \mu\left(Q_{\beta}^{k+1}\right)$, justifying (2.4.54). In particular, the number of children of a dyadic cube is always $\leq C \eta^{-D}$.

Assume next that $\Sigma \subset \mathbb{R}^{n+1}$ is a closed set which is Ahlfors regular (i.e., there exist two constants $0<a \leq b<\infty$ such that condition (2.1.1) is satisfied). When equipped with the measure $\mu:=\mathcal{H}^{n}\lfloor\Sigma$ and the distance $d(X, Y):=|X-Y|$, the set $\Sigma$ becomes a space of homogeneous type. In this scenario, $\delta(X, Y) \approx|X-Y|^{n}$ and $\theta:=1 / n$. In particular, the Hardy space $H_{a t}^{p}(\Sigma)$ is well-defined whenever $\frac{n}{n+1}<p \leq 1$.

Proposition 2.4.8 Let $(\Sigma, d, \mu)$ be as above. Then for each $p \in[1, \infty)$,

$$
\begin{align*}
\operatorname{dist}(f, \operatorname{VMO}(\Sigma, d \mu)) & \approx \limsup _{r \rightarrow 0^{+}}\left\{\sup _{X \in \Sigma} f_{B_{d}(X, r)} f_{B_{d}(X, r)}|f(Y)-f(Z)|^{p} d \mu(Y) d \mu(Z)\right\}^{1 / p} \\
& \approx \limsup _{r \rightarrow 0^{+}}\left\{\sup _{X \in \Sigma} f_{B_{d}(X, r)}\left|f-f_{B_{d}(X, r)} f d \mu\right|^{p} d \mu\right\}^{1 / p} \tag{2.4.55}
\end{align*}
$$

uniformly for $f \in \operatorname{BMO}(\Sigma, d \mu)$ (i.e., the constants do not depend on $f$ ), where the distance is measured in the BMO norm. In particular, for each $p \in[1, \infty)$,

$$
\begin{equation*}
\operatorname{dist}(f, \operatorname{VMO}(\Sigma, d \mu)) \approx \lim _{R \rightarrow 0^{+}} M_{p}(f ; R), \quad \text { uniformly for } f \in \operatorname{BMO}(\Sigma, d \mu), \tag{2.4.56}
\end{equation*}
$$

where $M_{p}(f ; R)$ is defined as in (2.4.16). Moreover, for each function $f \in \operatorname{BMO}(\Sigma, d \mu)$ and each $p \in[1, \infty)$,

$$
\begin{equation*}
f \in \operatorname{VMO}(\Sigma, d \mu) \Longleftrightarrow \lim _{r \rightarrow 0^{+}}\left\{\sup _{X \in \Sigma} f_{B_{d}(X, r)}\left|f-f_{B_{d}(X, r)} f d \mu\right|^{p} d \mu\right\}^{1 / p}=0 \tag{2.4.57}
\end{equation*}
$$

Proof. It is clear that the two upper-limits in (2.4.55) have comparable sizes, uniformly for $f \in$ $\operatorname{BMO}(\Sigma, d \mu)$, and that in turn, each is dominated by a fixed multiple of dist $(f, \mathrm{VMO}(\Sigma, d \mu))$. Thus, by Hölder's inequality, (2.4.55) is proved as soon as we show that there exists $C>0$ such that

$$
\begin{equation*}
\operatorname{dist}(f, \operatorname{VMO}(\Sigma, d \mu)) \leq C \lim _{R \rightarrow 0^{+}} M_{1}(f ; R), \quad \forall f \in \operatorname{BMO}(\Sigma, d \mu) . \tag{2.4.58}
\end{equation*}
$$

To this end, we shall employ an approximation to the identity adapted to the scale $\eta$ intervening in the statement of Proposition 2.4.7. Concretely, it is possible to construct a sequence of functions $\left\{p_{k}(X, Y)\right\}_{k \in \mathbb{Z}}$ on $\Sigma \times \Sigma$ for which there exist $C, c>0$ and $\theta>0$ such that the following properties hold for every integer $k \in \mathbb{Z}$ :
(i) $p_{k}(X, Y)=0$ whenever $X, Y \in \Sigma$ are such that $d(X, Y) \geq c \eta^{k}$;
(ii) $\left|p_{k}(X, Y)\right| \leq C \eta^{-n k}$, for every $X, Y \in \Sigma$;
(iii) $\left|p_{k}(X, Y)-p_{k}\left(X^{\prime}, Y\right)\right| \leq C \eta^{-k(n+\theta)} d\left(X, X^{\prime}\right)^{\theta}$, for every $X, X^{\prime}, Y, \in \Sigma$;
(iv) $\int_{\Sigma} p_{k}(X, Y) d \mu(Y)=1$ for every $X \in \Sigma$.

The construction of the such an approximation to the identity follows closely the outline in [32]. More specifically, pick a smooth function $h: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$which is identically 1 on $(0,1)$ and identically zero on $(2, \infty)$, and let $T_{k}$ be the integral operator with kernel $\eta^{-k n} h\left(\eta^{-k}|X-Y|\right)$. Then there exists $C>1$ such that $C^{-1} \leq T_{k} 1 \leq C$ for every $k$. Let $M_{k}$ and $W_{k}$ be the operators of multiplication by $\left(T_{k} 1\right)^{-1}$ and $\left(T_{k}\left(\left(T_{k} 1\right)^{-1}\right)\right)^{-1}$, respectively, and set $P_{k}:=M_{k} T_{k} W_{k} T_{k} M_{k}$. Then $p_{k}(X, Y)$, the integral kernel of $P_{k}$, satisfies (i)-(iv) above.

Going further, we note that as a consequence of (i) and (ii) we have

$$
\begin{equation*}
\sup _{k} \sup _{X \in \Sigma} \int_{\Sigma}\left|p_{k}(X, Y)\right| d \mu(Y)<+\infty \tag{2.4.59}
\end{equation*}
$$

Next, fix $f \in \operatorname{BMO}(\Sigma)$ and a for each positive integer $k$ define

$$
\begin{equation*}
g_{k}(X):=\int_{\Sigma} p_{k}(X, Y) f(Y) d \mu(Y), \quad X \in \Sigma . \tag{2.4.60}
\end{equation*}
$$

Properties (i) and (iii) of the function $p_{k}(X, Y)$ then imply that

$$
\begin{equation*}
\left|g_{k}(X)-g_{k}\left(X^{\prime}\right)\right| \leq C_{1}\left(\eta^{-k} d\left(X, X^{\prime}\right)\right)^{\theta} M_{1}\left(f ; C_{2} \eta^{k}\right), \quad \text { if } \quad X, X^{\prime} \in \Sigma, \quad d\left(X, X^{\prime}\right)<C \eta^{k} .(2 \tag{2.4.61}
\end{equation*}
$$

In particular, $g_{k} \in \mathrm{UC}(\Sigma)$ for each $k$.

We now claim that $C_{1}, C_{2}>0$ can be chosen, independent of $f \in \operatorname{BMO}(\Sigma, d \mu)$ and the integer $k$, such that

$$
\begin{equation*}
\sup _{R>0} M_{1}\left(f-g_{k} ; R\right) \leq C_{1} M_{1}\left(f ; C_{2} \eta^{k}\right) \tag{2.4.62}
\end{equation*}
$$

To justify this inequality, fix an integer $k$ along with an arbitrary point $X \in \Sigma$ and number $R>0$. In the case when $0<R<\eta^{k}$, we estimate

$$
\begin{align*}
f_{B_{d}(X, R)} & \left|\left(f-g_{k}\right)-f_{B_{d}(X, R)}\left(f-g_{k}\right) d \mu\right| d \mu \\
\quad \leq & f_{B_{d}(X, R)}\left|f-f_{B_{d}(X, R)} f d \mu\right| d \mu+f_{B_{d}(X, R)}\left|g_{k}-f_{B_{d}(X, R)} g_{k} d \mu\right| d \mu \\
\quad= & I+I I . \tag{2.4.63}
\end{align*}
$$

On the one hand, from definitions it follows that $I \leq M_{1}\left(f ; \eta^{k}\right)$. On the other hand,

$$
\begin{equation*}
I I \leq f_{B_{d}(X, R)} f_{B_{d}(X, R)}\left|g_{k}(Y)-g_{k}(Z)\right| d \mu(Y) d \mu(Z) \leq C_{1} M_{1}\left(f ; C_{2} \eta^{k}\right) \tag{2.4.64}
\end{equation*}
$$

by (2.4.61) and the assumption on $R$. In summary,

$$
\begin{equation*}
0<R<\eta^{k} \Longrightarrow f_{B_{d}(X, R)}\left|\left(f-g_{k}\right)-f_{B_{d}(X, R)}\left(f-g_{k}\right) d \mu\right| d \mu \leq C_{1} M_{1}\left(f ; C_{2} \eta^{k}\right) . \tag{2.4.65}
\end{equation*}
$$

In the case when $R \geq \eta^{k}$, we make the observation that $Q_{\alpha}^{k} \cap B_{d}(X, R) \neq \emptyset$ forces $Q_{\alpha}^{k} \subseteq$ $B_{d}\left(X, C_{o} R\right)$, for some $C_{o}$ independent of $k$ and $R$. In particular,

$$
\begin{equation*}
\bigcup_{\alpha \in J} Q_{\alpha}^{k} \subseteq B_{d}\left(X, C_{o} R\right) \tag{2.4.66}
\end{equation*}
$$

Thus, for a sufficiently large constant $C>0$, we may write

$$
\begin{align*}
& f_{B_{d}(X, R)}\left|\left(f-g_{k}\right)-f_{B_{d}(X, R)}\left(f-g_{k}\right) d \mu\right| d \mu \leq 2 f_{B_{d}(X, R)}\left|f(Y)-g_{k}(Y)\right| d \mu(Y) \\
& \left.\leq \frac{2}{\mu\left(B_{d}(X, R)\right)} \sum_{\alpha \in J} \int_{Q_{\alpha}^{k}} \right\rvert\,\left(f(Y)-f_{B_{d}\left(X_{\alpha}^{k}, C \eta^{k}\right)} f d \mu\right) \\
& \quad-\int_{\Sigma} p_{k}(Y, Z)\left(f(Z)-f_{B_{d}\left(X_{\alpha}^{k}, C \eta^{k}\right)} f d \mu\right) d \mu(Z) \mid d \mu(Y) \\
& \leq C \sum_{\alpha \in J} \frac{\mu\left(B_{d}\left(X_{\alpha}^{k}, C \eta^{k}\right)\right)}{\mu\left(B_{d}(X, R)\right)} f_{B_{d}\left(X_{\alpha}^{k}, C \eta^{k}\right)}\left|f-f_{B_{d}\left(X_{\alpha}^{k}, C \eta^{k}\right)} f d \mu\right| d \mu \\
& \leq C M_{1}\left(f ; C_{2} \eta^{k}\right)\left(\sum_{\alpha \in J} \frac{\mu\left(Q_{\alpha}^{k}\right)}{\mu\left(B_{d}(X, R)\right)}\right)=C M_{1}\left(f ; C_{2} \eta^{k}\right) \frac{\mu\left(\cup_{\alpha \in J} Q_{\alpha}^{k}\right)}{\mu\left(B_{d}(X, R)\right)} \\
& \leq C M_{1}\left(f ; C_{2} \eta^{k}\right) \frac{\mu\left(B_{d}\left(X, C_{o} R\right)\right)}{\mu\left(B_{d}(X, R)\right)} \leq C M_{1}\left(f ; C_{2} \eta^{k}\right) . \tag{2.4.67}
\end{align*}
$$

Hence, the implication in (2.4.65) also holds when $R \geq \eta^{k}$ and this completes the proof of (2.4.62).
In turn, when $\mu(\Sigma)=+\infty$, the estimate (2.4.62) implies

$$
\begin{equation*}
\operatorname{dist}(f, \operatorname{VMO}(\Sigma, d \mu)) \leq\left\|f-g_{k}\right\|_{\mathrm{BMO}(\Sigma, d \mu)} \leq C_{1} M_{1}\left(f ; C_{2} \eta^{k}\right), \tag{2.4.68}
\end{equation*}
$$

which readily yields (2.4.58).
When $\mu(\Sigma)<+\infty$, the same type of argument applies as soon as we show that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left|\int_{\Sigma}\left(f-g_{k}\right) d \mu\right|=0 . \tag{2.4.69}
\end{equation*}
$$

To justify this, by Hölder's inequality it suffices to prove that

$$
\begin{equation*}
T_{k} f \rightarrow f \text { in } L^{2}(\Sigma, d \mu) \text { as } k \rightarrow \infty, \text { where } T_{k} f(X):=\int_{\Sigma} p_{k}(X, Y) f(Y) d \mu(Y) \tag{2.4.70}
\end{equation*}
$$

Since the integral kernel of the operator $T_{k}$ is an approximation to the identity, we have that

$$
\begin{align*}
& T_{k} f(X) \rightarrow f(X) \text { as } k \rightarrow \infty, \text { whenever } f \in \operatorname{Lip}(\Sigma) . \\
& \text { and }\left|T_{k} f(X)\right| \leq C \mathcal{M}_{\Sigma} f(X), \quad \text { for every } X \text { and } k, \tag{2.4.71}
\end{align*}
$$

where $\mathcal{M}_{\Sigma}$ denotes the Hardy-Littlewood maximal function on $\Sigma$. Hence, the claim in (2.4.70) follows that (2.4.71), Lebesgue's Dominated Convergence Theorem, the boundedness of $\mathcal{M}_{\Sigma}$ on $L^{2}(\Sigma, d \mu)$, and the density result contained in Lemma 2.4.9 below. This finishes the proof of (2.4.55). Finally, (2.4.56) and (2.4.57) are direct consequences of (2.4.55) and definitions.

We now record a density result, already invoked above, and which is also going to be useful later on.

Lemma 2.4.9 Assume that $\Sigma$ is a locally compact metric space and that $\sigma$ is a locally finite Borel measure on $\Sigma$. Also, denote by $\operatorname{Lip}_{o}(\Sigma)$ the space of compactly supported, Lipschitz functions on $\Sigma$. Then for every $p \in[1, \infty)$ the inclusion

$$
\begin{equation*}
\operatorname{Lip}_{o}(\Sigma) \hookrightarrow L^{p}(\Sigma, d \sigma) \tag{2.4.72}
\end{equation*}
$$

has dense range.
Proof. Pick $\varphi \in \operatorname{Lip}_{o}([0, \infty))$, monotone decreasing, with $\varphi(0)=1$. Let $K \subset \Sigma$ be compact, and for large $m$ consider the compactly supported Lipschitz functions

$$
\begin{equation*}
f_{K, m}(x)=\varphi(m \operatorname{dist}(x, K)) . \tag{2.4.73}
\end{equation*}
$$

Let $\mathbf{1}_{K}$ denote the characteristic function of $K$. For each $p \in[1, \infty)$ one has $\left|f_{K, m}(x)-\mathbf{1}_{K}(x)\right|^{p} \searrow 0$, so by the Monotone Convergence Theorem

$$
\begin{equation*}
f_{K, m} \longrightarrow \mathbf{1}_{K} \text { in } L^{p} \text {-norm }, \tag{2.4.74}
\end{equation*}
$$

as $m \rightarrow \infty$, for each $p \in[1, \infty)$. Next, let $S \subset \Sigma$ be a Borel set of finite measure. Since a locally finite Borel measure on a locally compact metric space is regular, there is a sequence of compact
sets $K_{m} \nearrow S_{0} \subset S$ such that $\sigma\left(S \backslash K_{m}\right) \searrow 0$. Hence the closure in $L^{p}$-norm of $\operatorname{Lip}_{o}(\Sigma)$ contains the space of finite linear combinations of the characteristic functions of such sets $S$, i.e., the space of simple functions. It is standard that the space of simple functions is dense in $L^{p}(\Sigma, d \sigma)$ for each $p \in[1, \infty)$, so the proof is done.

For future purposes, we find it convenient to restate (2.4.56) in a slightly different form. More specifically, in the context of Proposition 2.4.8, given $f \in L_{l o c}^{2}(\Sigma, d \mu), X \in \Sigma$ and $R>0$, we set

$$
\begin{equation*}
\|f\|_{*}\left(B_{d}(X, R)\right):=\sup _{B \subset B_{d}(X, R)}\left(f_{B}\left|f-f_{B}\right|^{2} d \mu\right)^{1 / 2}, \tag{2.4.75}
\end{equation*}
$$

where the supremum is taken over all (metric) balls $B$ included in $B_{d}(X, R)$, and $f_{B}:=\mu(B)^{-1} \int_{B} f d \mu$. It is then clear from definitions that

$$
\begin{equation*}
\sup _{X \in \Sigma}\|f\|_{*}\left(B_{d}(X, R)\right) \approx M_{2}(f ; R) . \tag{2.4.76}
\end{equation*}
$$

Consequently, (2.4.56) yields:
Corollary 2.4.10 With the above notation and conventions,

$$
\begin{equation*}
\lim _{R \rightarrow 0^{+}}\left[\sup _{X \in \Sigma}\|f\|_{*}\left(B_{d}(X, R)\right)\right] \approx \operatorname{dist}(f, \operatorname{VMO}(\Sigma, d \mu)) \tag{2.4.77}
\end{equation*}
$$

uniformly for $f \in \operatorname{BMO}(\Sigma, d \mu)$.

### 2.5 Ahlfors regularity of $\mathrm{BMO}_{1}$ domains

Consider a function $A \in \mathrm{BMO}_{1}\left(\mathbb{R}^{n}\right)$, i.e., the components of $\nabla A$ are functions of bounded mean oscillation. More specifically, we assume that

$$
\begin{align*}
& A: \mathbb{R}^{n} \rightarrow \mathbb{R} \text { is locally integrable, with } \nabla A \in L_{\mathrm{loc}}^{1} \text { and }  \tag{2.5.1}\\
& \|\nabla A\|_{*}:=\sup _{B \text { ball }} f_{B}\left|\nabla A(x)-\left(f_{B} \nabla A(y) d y\right)\right| d x<\infty . \tag{2.5.2}
\end{align*}
$$

From this and the John-Nirenberg inequality it follows that

$$
\begin{equation*}
A \text { as in }(2.5 .1)-(2.5 .2) \Longrightarrow A \in \bigcap_{1<p<\infty} W_{l o c}^{1, p}\left(\mathbb{R}^{n}\right) \tag{2.5.3}
\end{equation*}
$$

Consequently a function satisfying (2.5.1)-(2.5.2) is continuous. Furthermore, by the CalderonRademacher theorem (cf. [111], Proposition 11.6),

$$
\begin{equation*}
A \text { as in }(2.5 .1)-(2.5 .2) \Longrightarrow A \text { is differentiable at almost every point in } \mathbb{R}^{n} . \tag{2.5.4}
\end{equation*}
$$

Given such a function $A$, the domain

$$
\begin{equation*}
\Omega:=\left\{X=\left(x, x_{n+1}\right) \in \mathbb{R}^{n+1}: x \in \mathbb{R}^{n}, x_{n+1}>A(x)\right\}, \tag{2.5.5}
\end{equation*}
$$

i.e., the domain above the graph of $A$, is called a $\mathrm{BMO}_{1}$ domain. The main result of this section is the following, on the regularity of surface measure of the boundary of a $\mathrm{BMO}_{1}$ domain.

Proposition 2.5.1 Let $A$ be as in (2.5.1)-(2.5.2). There exists $\kappa=\kappa\left(\|\nabla A\|_{*}, n\right)>1$ such that

$$
\begin{equation*}
\kappa^{-1} r^{n} \leq \int_{\substack{|x-y|^{2}+(A(x)-A(y))^{2}<r^{2} \\ y \in \mathbb{R}^{n}}} \sqrt{1+|\nabla A(y)|^{2}} d y \leq \kappa r^{n} \tag{2.5.6}
\end{equation*}
$$

for every $x \in \mathbb{R}^{n}$ and $r>0$. Consequently, the domain $\Omega$ defined by (2.5.5) is Ahlfors regular.
Proof. First, we note that the surface area $\sigma$ on $\partial \Omega$ defined by (2.5.6) coincides with $n$-dimensional Hausdorff measure on $\partial \Omega$. This is a consequence of the fact that $\sigma=\mathcal{H}^{n}\left\lfloor\partial_{*} \Omega\right.$ (discussed in §2.2) together with Proposition 2.2.2, which gives $\mathcal{H}^{n}\left(\partial \Omega \backslash \partial_{*} \Omega\right)=0$. Actually, in this case a stronger result holds, namely $\partial \Omega=\partial_{*} \Omega$. In fact, as shown in [55], each $\mathrm{BMO}_{1}$ domain $\Omega$ satisfies the following "corkscrew condition." There are constants $M, R \in(0,1)$ such that for each $x \in \partial \Omega$ and each $r \in(0, R]$ there are balls $B_{M r}\left(y_{1}\right) \subset \Omega$ and $B_{M r}\left(y_{2}\right) \subset \mathbb{R}^{n+1} \backslash \Omega$ of radius $M r$, with $\left|x-y_{k}\right| \leq r$. It remains to prove (2.5.6).

To proceed, fix $x \in \mathbb{R}^{n}, r>0, B=B(x, r):=\left\{y \in \mathbb{R}^{n}:|x-y|<r\right\}, \eta \in C_{0}^{\infty}(B(x, 3 r))$ with $\eta \equiv 1$ on $B(x, 2 r)$, and set

$$
\begin{equation*}
m(x, r):=f_{B} \nabla A(y) d y, \quad A_{B}:=(A-A(x)) \eta, \quad \tilde{A}_{B}(z):=A_{B}(z)-\langle m(x, 4 r), z\rangle, \quad z \in \mathbb{R}^{n} . \tag{2.5.7}
\end{equation*}
$$

In particular,

$$
\begin{align*}
& A_{B}(x)-A_{B}(y)=A(x)-A(y) \text { for } y \in B(x, 2 r), \\
& \nabla \tilde{A}_{B}(z)=\nabla A(z)-m(x, 4 r) \text { for } z \in B(x, 2 r) . \tag{2.5.8}
\end{align*}
$$

In the sequel, we shall write $|E|$ for the Euclidean measure of a (measurable) set $E \subset \mathbb{R}^{n}$.
For an arbitrary $y \in B(x, r)$ and two fixed parameters, $\varepsilon \in(0,1 / 2)$ and $p>n$, we use the Mary Weiss Lemma (cf. Lemma 1.4 on p. 144 in [14]) in concert with the John-Nirenberg inequality and a well-known property of averages of functions in BMO in order to estimate

$$
\begin{align*}
\frac{\left|\tilde{A}_{B}(x)-\tilde{A}_{B}(y)\right|}{|x-y|} \leq & C_{p, n}\left(f_{|x-z| \leq 2|x-y|}\left|\nabla \tilde{A}_{B}(z)\right|^{p} d z\right)^{1 / p} \\
\leq & C_{p, n}\left(f_{|x-z| \leq 2|x-y|}|\nabla A(z)-m(x, 2|x-y|)|^{p} d z\right)^{1 / p} \\
& +C_{p, n}|m(x, 2|x-y|)-m(x, 4 r)| \\
\leq & C_{p, n}\|\nabla A\|_{*}\left\{1+\log \left(\frac{2 r}{|x-y|}\right)\right\} \\
\leq & C_{0}\|\nabla A\|_{*}\left(\frac{r}{|x-y|}\right)^{\varepsilon} \tag{2.5.9}
\end{align*}
$$

where we shall take $C_{0}$ to be a sufficiently large constant which depends only on $p, n$ and $\varepsilon$.
In order to continue, introduce

$$
\begin{equation*}
\Delta(x, r):=\left\{y \in \mathbb{R}^{n}:|x-y|^{2}+(A(x)-A(y))^{2}<r^{2}\right\} \subseteq B(x, r), \tag{2.5.10}
\end{equation*}
$$

and decompose $B(x, r)$ as $Y_{1} \cup Y_{2}$ where

$$
\begin{align*}
Y_{1} & :=\left\{y \in B(x, r):\left|\left\langle\frac{x-y}{|x-y|}, m(x, r)\right\rangle\right|<4 C_{0}\left(1+\|\nabla A\|_{*}\right)\left(\frac{r}{|x-y|}\right)^{\varepsilon}\right\},  \tag{2.5.11}\\
Y_{2} & :=\left\{y \in B(x, r):\left|\left\langle\frac{x-y}{|x-y|}, m(x, r)\right\rangle\right| \geq 4 C_{0}\left(1+\|\nabla A\|_{*}\right)\left(\frac{r}{|x-y|}\right)^{\varepsilon}\right\} . \tag{2.5.12}
\end{align*}
$$

Then, assuming that

$$
\begin{equation*}
m(x, r) \neq 0 \tag{2.5.13}
\end{equation*}
$$

we may estimate, writing $\omega:=(x-y) /|x-y|$ and $\rho:=|x-y|$,

$$
\begin{align*}
\left|Y_{1}\right| & \leq \int_{0}^{r} \rho^{n-1}\left(\int \left\lvert\,\left\langle\omega, \frac{m(x, r)}{|m(x, r)|}\right\rangle{\left.\left\lvert\,<\frac{4 C_{0}(1+\|\nabla A\| * *)}{|m(x, r)|}\left(\frac{r}{\rho}\right)^{\varepsilon} d \omega\right.\right) d \rho} \leq 4 c_{n} C_{0}\left(1+\|\nabla A\|_{*}\right) \frac{r^{n}}{|m(x, r)|}\right.\right.
\end{align*}
$$

Next, since for each $y \in B(x, r)$,

$$
\begin{align*}
\frac{A(x)-A(y)}{|x-y|}= & \frac{\tilde{A}_{B}(x)-\tilde{A}_{B}(y)}{|x-y|}+\left\langle\frac{x-y}{|x-y|}, m(x, 4 r)-m(x, r)\right\rangle \\
& +\left\langle\frac{x-y}{|x-y|}, m(x, r)\right\rangle \tag{2.5.15}
\end{align*}
$$

and, as is well-known,

$$
\begin{equation*}
|m(x, 4 r)-m(x, r)| \leq c_{n}\|\nabla A\|_{*}, \tag{2.5.16}
\end{equation*}
$$

it follows from (2.5.15) and (2.5.16) that

$$
\begin{equation*}
y \in Y_{2} \Longrightarrow \frac{|A(x)-A(y)|}{|x-y|} \geq \frac{1}{2}\left|\left\langle\frac{x-y}{|x-y|}, m(x, r)\right\rangle\right| . \tag{2.5.17}
\end{equation*}
$$

As a consequence, since $|A(x)-A(y)|<r$ for each $y \in \Delta(x, r)$, we may write

$$
\begin{equation*}
y \in Y_{2} \cap \Delta(x, r) \Longrightarrow\left|\left\langle\frac{x-y}{|x-y|}, m(x, r)\right\rangle\right|<\frac{2 r}{|x-y|} . \tag{2.5.18}
\end{equation*}
$$

Hence, by once again passing to polar coordinates $(\omega:=(x-y) /|x-y|$ and $\rho:=|x-y|)$,

$$
\begin{align*}
\left|Y_{2} \cap \Delta(x, r)\right| & \leq \int_{0}^{r} \rho^{n-1}\left(\int\left|\left\langle\omega, \frac{m(x, r)}{m(x, r) \mid}\right\rangle\right|<\frac{2 r}{\rho|m(x, r)|} d \omega\right) d \rho  \tag{2.5.19}\\
& \leq c_{n} \frac{r^{n}}{|m(x, r)|} \tag{2.5.20}
\end{align*}
$$

assuming that $n \geq 2$. Thus, altogether, (2.5.14) and (2.5.19) yield

$$
\begin{equation*}
|\Delta(x, r)| \leq\left|Y_{1}\right|+\left|Y_{2} \cap \Delta(x, r)\right| \leq c_{n}\left(1+\|\nabla A\|_{*}\right) \frac{r^{n}}{|m(x, r)|} \tag{2.5.21}
\end{equation*}
$$

We next seek a similar bound from below. To get started, we note that (2.5.9) implies the existence of some positive, finite, universal constant $C_{1}$ such that for any $y \in B(x, r)$ we have

$$
\begin{align*}
|x-y|^{2}+(A(x)-A(y))^{2} & =|x-y|^{2}\left(1+\frac{\left|A_{B}(x)-A_{B}(y)\right|^{2}}{|x-y|^{2}}\right)  \tag{2.5.22}\\
& \leq|x-y|^{2}\left(1+2 \frac{\left|\tilde{A}_{B}(x)-\tilde{A}_{B}(y)\right|^{2}}{|x-y|^{2}}+2\left|\left\langle\frac{x-y}{|x-y|}, m(x, 4 r)\right\rangle\right|^{2}\right) \\
& \leq|x-y|^{2}\left(1+C_{1}\|\nabla A\|_{*}^{2}\left(\frac{r}{|x-y|}\right)^{2 \varepsilon}+2\left|\left\langle\frac{x-y}{|x-y|}, m(x, r)\right\rangle\right|^{2}\right)
\end{align*}
$$

where in the last step we have used (2.5.16). Thus, for each $\delta \in(0,1)$,

$$
\begin{equation*}
y \in Y_{1} \cap B(x, \delta r) \Longrightarrow|x-y|^{2}+(A(x)-A(y))^{2}<r^{2}\left\{\delta^{2}+C_{2} \delta^{2(1-\varepsilon)}\|\nabla A\|_{*}^{2}\right\} \tag{2.5.23}
\end{equation*}
$$

where $C_{2}:=C_{1}+32 C_{0}^{2}$. In particular,

$$
\begin{equation*}
\delta=\frac{1}{1+C_{2}\|\nabla A\|_{*}^{2}} \text { and } y \in Y_{1} \cap B(x, \delta r) \Longrightarrow|x-y|^{2}+(A(x)-A(y))^{2}<r^{2} \tag{2.5.24}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\delta=\frac{1}{1+C_{2}\|\nabla A\|_{*}^{2}} \Longrightarrow Y_{1} \cap B(x, \delta r) \subseteq \Delta(x, r) \tag{2.5.25}
\end{equation*}
$$

Thus, for this choice of $\delta$,

$$
\begin{align*}
|m(x, r)| & <4 C_{0}\left(1+\|\nabla A\|_{*}\right) \Longrightarrow Y_{1}=B(x, r) \Longrightarrow B(x, \delta r) \subseteq \Delta(x, r) \\
& \Longrightarrow|\Delta(x, r)| \geq c_{n} \delta^{n} r^{n} \geq \frac{c_{n} r^{n}}{\left(1+\|\nabla A\|_{*}^{2}\right)^{n}} \tag{2.5.26}
\end{align*}
$$

On the other hand, since the set $Y_{1}$ (introduced in (2.5.11)) is star-like with respect to the point $x$, in the case when $|m(x, r)| \geq 4 C_{0}\left(1+\|\nabla A\|_{*}\right)$ we have

$$
\begin{align*}
&|\Delta(x, r)| \geq\left|Y_{1} \cap B(x, \delta r)\right| \geq \delta^{n} \cdot r \cdot\left[\text { surface measure of } \overline{Y_{1}} \cap \partial B(x, r)\right] \\
& \geq c_{n} \delta^{n} r^{n} \int\left|\left\langle\omega, \frac{m(x, r)}{|m(x, r)|}\right\rangle\right|<\frac{4 C_{0}(1+\|\nabla A\| *)}{|m(x, r)|} \\
& d \omega  \tag{2.5.27}\\
& \geq 4 C_{0} c_{n}\left(1+\|\nabla A\|_{*}\right) \delta^{n} \frac{r^{n}}{|m(x, r)|} \geq \frac{C(n)}{\left(1+\|\nabla A\|_{*}\right)^{2 n}} \frac{r^{n}}{|m(x, r)|}
\end{align*}
$$

Hence, at this stage we have proved that there exist three finite dimensional constants, $C_{0}, C_{1}, C_{2}>$ 0 such that

$$
\begin{align*}
& |\Delta(x, r)| \leq C_{1}\left(1+\|\nabla A\|_{*}\right) \frac{r^{n}}{|m(x, r)|},  \tag{2.5.28}\\
& |\Delta(x, r)| \geq \frac{C_{2}}{\left(1+\|\nabla A\|_{*}\right)^{2 n}} \frac{r^{n}}{|m(x, r)|} \text { if }|m(x, r)|>4 C_{0}\left(1+\|\nabla A\|_{*}\right),  \tag{2.5.29}\\
& |\Delta(x, r)| \geq \frac{C_{2} r^{n}}{\left(1+\|\nabla A\|_{*}\right)^{2 n}} \text { if }|m(x, r)|<4 C_{0}\left(1+\|\nabla A\|_{*}\right) . \tag{2.5.30}
\end{align*}
$$

After this preamble, we shall show that there exists $C=C\left(\|\nabla A\|_{*}, n\right)>0$ such that

$$
\begin{equation*}
\int_{\Delta(x, r)}(1+|\nabla A(y)|) d y \geq C r^{n} \tag{2.5.31}
\end{equation*}
$$

Thanks to (2.5.29)-(2.5.30), it is enough to consider the case when $|m(x, r)|$ is very large, say

$$
\begin{equation*}
|m(x, r)|>M\left(1+\|\nabla A\|_{*}\right), \tag{2.5.32}
\end{equation*}
$$

with $M>4 C_{0}$ to be specified later. Since $\Delta(x, r) \subset B(x, r)$, Hölder's and John-Nirenberg inequalities, along with the estimates (2.5.29), (2.5.32), give that

$$
\begin{align*}
\int_{\Delta(x, r)} \mid & \nabla A(y)-m(x, r)\left|d y \leq|\Delta(x, r)|^{1 / 2}\left(\int_{\Delta(x, r)}|\nabla A(y)-m(x, r)|^{2} d y\right)^{1 / 2}\right. \\
& \leq|\Delta(x, r)|^{1 / 2}\left(\int_{B(x, r)}|\nabla A(y)-m(x, r)|^{2} d y\right)^{1 / 2} \\
& \leq C_{0}^{1 / 2}\left(1+\|\nabla A\|_{*}\right)^{1 / 2} \frac{r^{n}}{|m(x, r)|^{1 / 2}}\left(f_{B(x, r)}|\nabla A(y)-m(x, r)|^{2} d y\right)^{1 / 2} \\
& \leq c_{n} C_{0}^{1 / 2}\left(1+\|\nabla A\|_{*}\right)^{1 / 2}\|\nabla A\|_{*} \frac{r^{n}}{|m(x, r)|^{1 / 2}} \\
& \leq c_{n} C_{0}^{1 / 2}\|\nabla A\|_{*} M^{-1 / 2} r^{n} . \tag{2.5.33}
\end{align*}
$$

Consequently,

$$
\begin{align*}
\int_{\Delta(x, r)}(1+|\nabla A(y)|) d y & \geq \int_{\Delta(x, r)}|\nabla A(y)| d y \\
& \geq|\Delta(x, r)||m(x, r)|-\int_{\Delta(x, r)}|\nabla A(y)-m(x, r)| d y \\
& \geq \frac{C_{2} r^{n}}{\left(1+\|\nabla A\|_{*}\right)^{2 n}}-c_{n} C_{0}^{1 / 2}\|\nabla A\|_{*} M^{-1 / 2} r^{n} \\
& \geq C r^{n}, \tag{2.5.34}
\end{align*}
$$

if $M$ is large enough. For instance,

$$
\begin{equation*}
M>\max \left\{C_{0}, 4 c_{n}^{2} C_{0} C_{2}^{-2}\right\}\left(1+\|\nabla A\|_{*}\right)^{4 n+2} \tag{2.5.35}
\end{equation*}
$$

will do.
The proof of (2.5.6) will therefore be completed as soon as we show that there exists $C=$ $C\left(\|\nabla A\|_{*}, n\right)>0$ such that

$$
\begin{equation*}
\int_{\Delta(x, r)}(1+|\nabla A(y)|) d y \leq C r^{n} \tag{2.5.36}
\end{equation*}
$$

However, based on the inclusion $\Delta(x, r) \subseteq B(x, r)$ and the inequality (2.5.28) we may write

$$
\begin{align*}
\int_{\Delta(x, r)}(1+|\nabla A(y)|) d y & \leq \int_{B(x, r)} d y+\int_{B(x, r)}|\nabla A(y)-m(x, r)| d y+|m(x, r)| \cdot|\Delta(x, r)| \\
& \leq c_{n} r^{n}+c_{n} r^{n}\|\nabla A\|_{*}+C_{1}\left(1+\|\nabla A\|_{*}\right) r^{n} \tag{2.5.37}
\end{align*}
$$

as desired. This finishes the proof of the proposition in the case when (2.5.13) holds.
Finally, if $m(x, r)=0$, then (2.5.25) gives $B(x, \delta r) \subset \Delta(x, r)$ for some $\delta=\delta\left(\|\nabla A\|_{*}, n\right)>0$ sufficiently small, which in turn readily yields (2.5.31). Also, (2.5.36) follows much as in (2.5.37), so (2.5.6) holds in this case as well.

In concert with Proposition 2.2.3, Proposition 2.5.1 yields the following.
Corollary 2.5.2 Let $A$ be as in (2.5.1)-(2.5.2), define $\Omega$ as in (2.5.5) and set $\sigma:=\mathcal{H}^{n}\lfloor\partial \Omega$. Then $\partial \Omega$ is Ahlfors regular, with constants depending only on $n$ and $\|A\|_{*}$.

Define $\mathrm{VMO}_{1}\left(\mathbb{R}^{n}\right)$ as the (closed) subspace of $\mathrm{BMO}_{1}\left(\mathbb{R}^{n}\right)$ consisting of functions $A: \mathbb{R}^{n} \rightarrow \mathbb{R}$ for which $\partial_{j} A \in \operatorname{VMO}\left(\mathbb{R}^{n}\right)$ for every $j \in\{1, \ldots, n+1\}$. The latter space consists of functions $f \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$ for which

$$
\begin{equation*}
\lim _{\delta \rightarrow 0}\left(\sup _{\substack{Q \subset \mathbb{R}^{n+1} \text { cube } \\|Q| \leq \delta}} f_{Q}\left|f(x)-f_{Q} f\right| d x\right)=0 \tag{2.5.38}
\end{equation*}
$$

We would now like to discuss a natural sufficient condition guaranteeing that a $\mathrm{BMO}_{1}$ domain $\Omega$ has a unit normal of small BMO-norm. In particular, it is of interest to know whether $\nu$ is in VMO whenever $\Omega$ is a $\mathrm{VMO}_{1}$ domain. These issues are addressed in the proposition below, which should be compared with the (proof of) Corollary 5.4 in [64].

Proposition 2.5.3 Let $A$ be as in (2.5.1)-(2.5.2), and let $\Sigma$ be the graph of A. Also, denote by $\nu$ and $\sigma$ the outer normal unit and the surface measure on $\Sigma$, respectively. Then there exists a finite constant $C=C(n)>0$ such that

$$
\begin{equation*}
\|\nu\|_{\mathrm{BMO}(\Sigma, d \sigma)} \leq C\|\nabla A\|_{*}\left(1+\|\nabla A\|_{*}\right) \tag{2.5.39}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{dist}(\nu, \operatorname{VMO}(\Sigma, d \sigma)) \leq C\left(1+\|\nabla A\|_{*}\right) \operatorname{dist}\left(\nabla A, \operatorname{VMO}\left(\mathbb{R}^{n}\right)\right), \tag{2.5.40}
\end{equation*}
$$

where the distances are measured in $\mathrm{BMO}(\Sigma, d \sigma)$ and $\mathrm{BMO}\left(\mathbb{R}^{n}\right)$, respectively. As a consequence,

$$
\begin{equation*}
A \in \mathrm{VMO}_{1}\left(\mathbb{R}^{n}\right) \Longrightarrow \nu \in \operatorname{VMO}(\Sigma, d \sigma) \tag{2.5.41}
\end{equation*}
$$

Proof. As far as (2.5.39) is concerned, we note that by (2.4.17)-(2.4.18) and (2.5.6) it suffices to prove that

$$
\begin{equation*}
\int_{\Delta(Z, r)} \int_{\Delta(Z, r)}|\nu(X)-\nu(Y)| d \sigma(X) d \sigma(Y) \leq C r^{2 n}\|\nabla A\|_{*}\left(1+\|\nabla A\|_{*}\right) \tag{2.5.42}
\end{equation*}
$$

for every $r>0$ and $Z=(z, A(z)) \in \Sigma$. Using the notation in (2.5.10), we may estimate the left-hand side of (2.5.42) by

$$
\begin{align*}
& \int_{\Delta(z, r)} \int_{\Delta(z, r)} \left\lvert\, \frac{(\nabla A(x),-1)}{\left.\sqrt{1+|\nabla A(x)|^{2}}-\frac{(\nabla A(y),-1)}{\sqrt{1+|\nabla A(y)|^{2}} \mid} \right\rvert\, \sqrt{1+|\nabla A(x)|^{2}} \sqrt{1+|\nabla A(y)|^{2}} d x d y} \begin{array}{l}
\quad \leq 2 \int_{\Delta(z, r)} \int_{\Delta(z, r)} \sqrt{1+|\nabla A(y)|^{2}}|\nabla A(x)-\nabla A(y)| d x d y \\
\quad \leq 2\left(\int_{\Delta(z, r)} \int_{\Delta(z, r)}|\nabla A(x)-\nabla A(y)|^{2} d x d y\right)^{1 / 2}\left(\int_{\Delta(z, r)} \int_{\Delta(z, r)}\left[1+|\nabla A(y)|^{2}\right] d x d y\right)^{1 / 2} \\
\quad=: 2 I \cdot I I .
\end{array} .\right.
\end{align*}
$$

Now,

$$
\begin{equation*}
I \leq\left(\int_{B(z, r)} \int_{B(z, r)}|\nabla A(x)-\nabla A(y)|^{2} d x d y\right)^{1 / 2} \leq C r^{n}\|\nabla A\|_{*} \tag{2.5.44}
\end{equation*}
$$

by (2.5.10), (2.4.17)-(2.4.18) and the John-Nirenberg inequality. Upon recalling notation introduced in (2.5.7) and the estimate (2.5.28), the John-Nirenberg inequality also gives

$$
\begin{align*}
I I \leq & C r^{n}+C|\Delta(z, r)|^{1 / 2}\left(\int_{\Delta(z, r)}|\nabla A(y)|^{2} d y\right)^{1 / 2} \\
\leq & C r^{n}+C|\Delta(z, r)|^{1 / 2}\left(\int_{\Delta(z, r)}|\nabla A(y)-m(z, r)|^{2} d y\right)^{1 / 2} \\
& +C|\Delta(z, r) \| m(z, r)| \\
\leq & C r^{n}+C r^{n / 2}\left(\int_{B(z, r)}|\nabla A(y)-m(z, r)|^{2} d y\right)^{1 / 2} \\
& +C r^{n}\left(1+\|\nabla A\|_{*}\right) \\
\leq & C r^{n}\left(1+\|\nabla A\|_{*}\right) \tag{2.5.45}
\end{align*}
$$

for some purely dimensional constants. Now, (2.5.42) follows easily from (2.5.44) and (2.5.45).
Note that the above argument and (2.4.17) also gives that for every $r>0$ and $Z=(z, A(z)) \in \Sigma$,

$$
\begin{align*}
\int_{\Delta(Z, r)} \int_{\Delta(Z, r)} & |\nu(X)-\nu(Y)| d \sigma(X) d \sigma(Y) \\
& \leq C r^{n}\left(1+\|\nabla A\|_{*}\right)\left(\int_{B(z, r)} \int_{B(z, r)}|\nabla A(x)-\nabla A(y)|^{2} d x d y\right)^{1 / 2} \\
& \leq C r^{2 n}\left(1+\|\nabla A\|_{*}\right) M_{2}(\nabla A ; r) . \tag{2.5.46}
\end{align*}
$$

Thus, (2.5.40) readily follows from this, (2.4.17) and (2.4.56).
In order to continue, we make the following definition.
Definition 2.5.4 (i) Let $\Omega$ be a nonempty, proper open subset of $\mathbb{R}^{n+1}$. Call $\Omega$ a $\mathrm{BMO}_{1}$-domain if for every compact set $\mathcal{K} \subset \mathbb{R}^{n+1}$ there exist $b, c>0$ such that the following hold. For every $X_{0} \in \partial \Omega \cap \mathcal{K}$ there exists an n-plane $H \subset \mathbb{R}^{n+1}$ passing through $X_{0}$, a choice $N$ of the unit normal to $H$, and an open cylinder $\mathcal{C}_{b, c}:=\left\{X+t N: X \in H,\left|X-X_{0}\right|<b,|t|<c\right\}$ such that

$$
\begin{align*}
& \mathcal{C}_{b, c} \cap \Omega=\mathcal{C}_{b, c} \cap\{X+t N: X \in H, t>\varphi(X)\},  \tag{2.5.47}\\
& \mathcal{C}_{b, c} \cap \partial \Omega=\mathcal{C}_{b, c} \cap\{X+t N: X \in H, t=\varphi(X)\},  \tag{2.5.48}\\
& \mathcal{C}_{b, c} \cap \bar{\Omega}^{c}=\mathcal{C}_{b, c} \cap\{X+t N: X \in H, t<\varphi(X)\}, \tag{2.5.49}
\end{align*}
$$

for some function $\varphi: H \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
\varphi \in \mathrm{BMO}_{1}(H), \quad \varphi\left(X_{0}\right)=0 \quad \text { and } \quad|\varphi(X)|<c \quad \text { if }\left|x^{\prime}-x_{0}\right| \leq b \tag{2.5.50}
\end{equation*}
$$

(ii) It is said that the $\mathrm{BMO}_{1}$-domain $\Omega$ has constant $\leq \delta$ if it is always (i.e., for every choice of the compact $\mathcal{K}$ and boundary point $X_{0}$ ) possible to ensure that $\|\nabla \varphi\|_{\mathrm{BMO}(H)} \leq \delta$.
(iii) The classes of $\mathrm{VMO}_{1}$-domains and Lipschitz domains in $\mathbb{R}^{n+1}$ are defined analogously, demanding that $\varphi \in \mathrm{VMO}_{1}(H)$ and $\varphi \in \operatorname{Lip}(H)$ in place of $\varphi \in \mathrm{BMO}_{1}(H)$.

Parenthetically, we note that conditions (2.5.47)-(2.5.49) are not independent since, in fact, (2.5.47) implies (2.5.48)-(2.5.49). In this vein, let us also mention that, (2.5.48) implies (2.5.47), (2.5.49) (up to changing $N$ into $-N$ ) if it is known a priori that

$$
\begin{equation*}
\partial \Omega=\partial \bar{\Omega} \tag{2.5.51}
\end{equation*}
$$

Theorem 2.5.5 If $\Omega \subset \mathbb{R}^{n+1}$ is a bounded $\mathrm{BMO}_{1}$-domain with constant $\leq \delta$ then $\partial \Omega$ is Ahlfors regular and

$$
\begin{equation*}
\operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma)) \leq C \delta \tag{2.5.52}
\end{equation*}
$$

where $C$ depends only on $n$, and the distance is measured in $\mathrm{BMO}(\partial \Omega, d \sigma)$. In particular,

$$
\begin{equation*}
\Omega \text { bounded } \mathrm{VMO}_{1} \text { domain } \Longrightarrow \nu \in \operatorname{VMO}(\partial \Omega, d \sigma) \tag{2.5.53}
\end{equation*}
$$

Proof. This is a consequence of Corollary 2.5.2, Proposition 2.5.3 and Definition 2.5.4.

## 3 Singular integrals on UR domains

In this section we study various layer potentials on an open set $\Omega \subset \mathbb{R}^{n+1}$ whose boundary is uniformly rectifiable (a UR domain). In $\S 3.1$ we recall the notion of uniform rectifiability, introduced by G. David and S. Semmes, and discuss several classes of domains that have the UR property, including Ahlfors regular NTA domains, and more generally Ahlfors regular John domains. In
§3.2 we record some fundamental estimates for a broad class of layer potentials on UR domains. Sections 3.3 and 3.4 establish the existence of nontangential limits a.e. of layer potentials applied to elements of $L^{p}(\partial \Omega, d \sigma)$, first in the case of Newtonian potentials and then more generally. Tools include nontangential maximal estimates from $\S 3.2$, the Green formula discussed in $\S 2.2$ and, in $\S 3.4$, some Clifford analysis. In $\S 3.5$ we extend the results of $\S 3.4$ to the "variable coefficient" setting, which will be useful for the treatment of variable coefficient PDE in $\S 5$. In $\S 3.6$ we obtain boundedness results on $L^{p}$-Sobolev spaces.

### 3.1 Countably rectifiable sets and uniformly rectifiable sets

Let $\Sigma \subset \mathbb{R}^{n+1}$ be closed. We say that $\Sigma$ is countably rectifiable (of dimension $n$ ) provided it can be written as a countable union

$$
\begin{equation*}
\Sigma=\bigcup_{k} L_{k} \cup \tilde{N}, \quad \mathcal{H}^{n}(\tilde{N})=0 \tag{3.1.1}
\end{equation*}
$$

where each $L_{k}$ is the image of a compact subset of $\mathbb{R}^{n}$ under a Lipschitz map. As is well known, via Rademacher's theorem and Whitney's extension theorem we can then write $\Sigma=\cup_{k} M_{k} \cup N$ where $\mathcal{H}^{n}(N)=0$ and each $M_{k}$ is a compact subset of an $n$-dimensional $C^{1}$ submanifold of $\mathbb{R}^{n+1}$. (This characterization was used in (2.2.7).)

A countably rectifiable set $\Sigma \subset \mathbb{R}^{n+1}$ need not have tangent planes in the ordinary sense, but it will have approximate tangent planes. By definition, an $n$-plane $\pi \subset \mathbb{R}^{n+1}$ passing through $X_{0} \in \Sigma$ is called the approximate tangent $n$-plane to $\Sigma$ at $X_{0}$ provided

$$
\begin{equation*}
\underset{R \searrow 0}{\limsup } R^{-n} \mathcal{H}^{n}\left(\Sigma \cap B_{R}\left(X_{0}\right)\right)>0 \tag{3.1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{R \searrow 0} R^{-n} \mathcal{H}^{n}\left(\left\{X \in \Sigma \cap B_{R}\left(X_{0}\right): \operatorname{dist}(X, \pi)>\lambda\left|X-X_{0}\right|\right\}\right)=0, \quad \forall \lambda>0 \tag{3.1.3}
\end{equation*}
$$

The conditions (3.1.2) and (3.1.3) together imply that if such an $n$-plane $\pi$ exists, then it is unique. The following result is contained in Theorem 3.2.19 of [41].

Theorem 3.1.1 Assume $\Sigma \subset \mathbb{R}^{n+1}$ is $\mathcal{H}^{n}$-measurable, of locally finite Hausdorff measure. If $\Sigma$ is countably rectifiable then there exists an approximate tangent n-plane to $\Sigma$ at $\mathcal{H}^{n}$-almost every point in $\Sigma$.

If $\Omega \subset \mathbb{R}^{n+1}$ is an open set of locally finite perimeter, satisfying $\mathcal{H}^{n}\left(\partial \Omega \backslash \partial_{*} \Omega\right)=0$, so $\Sigma=\partial \Omega$ is countably rectifiable, we denote $\partial_{T} \Omega$ the set of points $X_{0} \in \partial \Omega$ with an approximate tangent plane, $\pi_{X_{0}}$. We note that

$$
\begin{equation*}
\partial^{*} \Omega \subset \partial_{T} \Omega \tag{3.1.4}
\end{equation*}
$$

This follows from Theorem 5.6.5 of [118], plus Lemma 5.5.4 of [118], to cover the property (3.1.2) (as long as $\mathcal{H}^{n}\left(\partial \Omega \backslash \partial^{*} \Omega\right)=0$ ).

We compare $\pi_{X_{0}}$ with the exterior normal $\nu\left(X_{0}\right)$, given $X_{0} \in \partial^{*} \Omega \subset \partial_{0} \Omega$. Recall that for such $X_{0}$

$$
\begin{equation*}
\lim _{R \rightarrow 0} R^{-(n+1)} \mathcal{H}^{n+1}\left(B_{R}\left(X_{0}\right) \cap \Omega^{ \pm} \cap H_{\nu\left(X_{0}\right)}^{ \pm}\left(X_{0}\right)\right)=0, \tag{3.1.5}
\end{equation*}
$$

when $\Omega^{+}:=\Omega, \Omega^{-}:=\mathbb{R}^{n+1} \backslash \Omega$, and

$$
\begin{equation*}
H_{\nu\left(X_{0}\right)}^{ \pm}\left(X_{0}\right)=\left\{Y \in \mathbb{R}^{n+1}: \pm\left\langle\nu\left(X_{0}\right), Y-X_{0}\right\rangle \geq 0\right\} \tag{3.1.6}
\end{equation*}
$$

Let us also set

$$
\begin{equation*}
H_{\nu\left(X_{0}\right)}^{0}\left(X_{0}\right):=\left\{Y \in \mathbb{R}^{n+1}:\left\langle\nu\left(X_{0}\right), Y-X_{0}\right\rangle=0\right\} . \tag{3.1.7}
\end{equation*}
$$

Results just described plus comparison of (2.2.2) with (3.1.3) yield the following.
Proposition 3.1.2 Let $\Omega \subset \mathbb{R}^{n+1}$ be an open set with locally finite perimeter, satisfying $\mathcal{H}^{n}(\partial \Omega \backslash$ $\left.\partial_{*} \Omega\right)=0$, and suppose $X_{0} \in \partial^{*} \Omega$. Then $X_{0} \in \partial_{T} \Omega$ and $\nu\left(X_{0}\right) \perp \pi_{X_{o}}$ or, equivalently,

$$
\begin{equation*}
\pi_{X_{0}}=H_{\nu\left(X_{0}\right)}^{0}\left(X_{0}\right) \tag{3.1.8}
\end{equation*}
$$

We record some notation that will be useful later in this section. Given $X_{0} \in \partial^{*} \Omega \subset \partial_{T} \Omega, R \in$ $(0, \infty)$, set

$$
\begin{equation*}
\pi_{X_{0}}^{ \pm}=H_{\nu\left(X_{0}\right)}^{ \pm}\left(X_{0}\right), \quad \partial^{ \pm} B_{R}\left(X_{0}\right)=\partial B_{R}\left(X_{0}\right) \cap \pi_{X_{0}}^{ \pm} \tag{3.1.9}
\end{equation*}
$$

and

$$
\begin{equation*}
W(X, R)=\partial^{-} B_{R}(X) \triangle\left[\partial B_{R}(X) \cap \Omega\right], \tag{3.1.10}
\end{equation*}
$$

where $U \triangle V$ denotes the symmetric difference $(U \backslash V) \cup(V \backslash U)$. The following result will be useful in §§3.3-3.4.

Proposition 3.1.3 In the setting of Proposition 3.1.2, if $X_{0} \in \partial^{*} \Omega$, there is a set $\mathcal{O} \subset[0,1]$ of density 1 at 0 such that

$$
\begin{equation*}
R^{-n} \mathcal{H}^{n}\left(W\left(X_{0}, R\right)\right) \longrightarrow 0 \tag{3.1.11}
\end{equation*}
$$

as $R \rightarrow 0$ in $\mathcal{O}$.
Proof. We have

$$
\begin{align*}
\int_{0}^{R} \mathcal{H}^{n}\left(W\left(X_{0}, r\right)\right) d r & =\mathcal{H}^{n+1}\left(B_{R}\left(X_{0}\right) \cap\left(\Omega \triangle \pi_{X_{0}}^{-}\right)\right) \\
& =\mathcal{H}^{n+1}\left(B_{R}\left(X_{0}\right) \cap \Omega^{+} \cap \pi_{X_{0}}^{+} \cup B_{R}\left(X_{0}\right) \cap \Omega^{-} \cap \pi_{X_{0}}^{-}\right)  \tag{3.1.12}\\
& =o\left(R^{n+1}\right)
\end{align*}
$$

as $R \rightarrow 0$, and this implies (3.1.11).
For the purposes we have in mind, the purely qualitative concept of countable rectifiability is too weak and should be replaced by uniform rectifiability. Following G. David and S. Semmes [33] we make the following.

Definition 3.1.4 Call $\Sigma \subset \mathbb{R}^{n+1}$ uniformly rectifiable provided it is Ahlfors regular and the following holds. There exist $\varepsilon, M \in(0, \infty)$ (called the UR constants of $\Sigma$ ) such that for each $x \in \Sigma$, $R>0$, there is a Lipschitz map $\varphi: B_{R}^{n} \rightarrow \mathbb{R}^{n+1}$ (where $B_{R}^{n}$ is a ball of radius $R$ in $\mathbb{R}^{n}$ ) with Lipschitz constant $\leq M$, such that

$$
\begin{equation*}
\mathcal{H}^{n}\left(\Sigma \cap B_{R}(x) \cap \varphi\left(B_{R}^{n}\right)\right) \geq \varepsilon R^{n} \tag{3.1.13}
\end{equation*}
$$

If $\Sigma$ is compact, this is required only for $R \in(0,1]$.
Any uniformly rectifiable set $\Sigma$ is countably rectifiable. To see this, let $\left(x_{j}\right)_{j \in \mathbb{N}}$ be a countable, dense subset of $\Sigma$, and consider $\left(R_{k}\right)_{k \in \mathbb{N}}$ an enumeration of $\mathbb{Q}_{+}\left(\right.$or $(0,1) \cap \mathbb{Q}_{+}$if $\Sigma$ is compact). For each $j, k \in \mathbb{N}$ set $\Delta_{j k}:=\Sigma \cap B\left(x_{j}, R_{k}\right)$ and $L_{j k}:=\varphi_{j k}\left(B_{j k}^{n}\right)$, where $B_{j k}^{n}$ is an $n$-dimensional ball of radius $R_{k}$ and $\varphi_{j k}: B_{j k}^{n} \rightarrow \mathbb{R}^{n+1}$ is a Lipschitz function for which

$$
\begin{equation*}
\mathcal{H}^{n}\left(\Sigma \cap B\left(x_{j}, R_{k}\right) \cap \varphi\left(B_{j k}^{n}\right)\right) \geq \varepsilon R_{k}^{n} \tag{3.1.14}
\end{equation*}
$$

for some $\varepsilon>0$ is a fixed constant, independent of $j, k$. Put $E:=\bigcup_{j, k \in \mathbb{N}}\left(L_{j k} \cap \Sigma\right)$ and $N:=\Sigma \backslash E$, so that

$$
\begin{equation*}
\Sigma=\left(\bigcup_{j, k \in \mathbb{N}}\left(L_{j k} \cap \Sigma\right)\right) \cup N \tag{3.1.15}
\end{equation*}
$$

Then, using (3.1.14) and the fact that $\Sigma$ is Ahlfors regular, we may write

$$
\begin{equation*}
f_{\Delta_{j k}} \mathbf{1}_{E} d \mathcal{H}^{n} \geq f_{\Delta_{j k}} \mathbf{1}_{L_{j k} \cap \Sigma} d \mathcal{H}^{n} \geq \frac{\mathcal{H}^{n}\left(L_{j k} \cap \Delta_{j k}\right)}{\mathcal{H}^{n}\left(\Delta_{j k}\right)} \geq \frac{\mathcal{H}^{n}\left(L_{j k} \cap \Delta_{j k}\right)}{C R_{k}^{n}} \geq \varepsilon / C \tag{3.1.16}
\end{equation*}
$$

for every $j, k \in \mathbb{N}$ which, by density, further entails

$$
\begin{equation*}
f_{B(x, R) \cap \Sigma} \mathbf{1}_{E} d \mathcal{H}^{n} \geq \varepsilon / C, \quad \forall x \in \Sigma, \forall R>0 \tag{3.1.17}
\end{equation*}
$$

Hence, by Lebesgue-Besicovitch Differentiation Theorem (cf., e.g., Theorem 1 on p. 43 in [36]), $\mathbf{1}_{E}(x)>0$ at $\mathcal{H}^{n}$-a.e. point $x \in \Sigma$ which proves that $\mathcal{H}^{n}(N)=0$. In turn, this and (3.1.15) show that (3.1.1) holds, thus $\Sigma$ is countably rectifiable (of dimension $n$ ), as claimed earlier.

There are alternative characterizations of uniform rectifiability, discussed at length in the monographs [33] and [34]. We mention one here. We say a mapping $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n+1}$ is $\omega$-regular if $|\nabla \psi| \leq C \omega^{1 / n}$ and

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{n+1}} \sup _{R>0} R^{-n} \int_{\psi^{-1}\left(B_{R}(x)\right)} \omega(y) d y<\infty \tag{3.1.18}
\end{equation*}
$$

Then, as shown in [33], $\Sigma$ is uniformly rectifiable if and only if it is Ahlfors regular and there exists an $A_{1}$-weight $\omega$ and an $\omega$-regular mapping $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n+1}$ whose image contains $\Sigma$.

An important class of uniformly rectifiable sets was identified in [31], where G. David and D. Jerison proved the following result.

Proposition 3.1.5 Let $\Sigma \subset \mathbb{R}^{n+1}$ be closed and Ahlfors regular. Assume $\Sigma$ satisfies the following "two disks" condition. There exists $C_{0} \in(0, \infty)$ such that for each $x \in \Sigma$ and $r>0$, there exist two $n$-dimensional disks, with centers at a distance $\leq r$ from $x$, radius $r / C_{0}$, contained in two different connected components of $\mathbb{R}^{n+1} \backslash \Sigma$. (If $\Sigma$ is compact, one can pick $R_{0} \in(0, \infty)$ and restrict attention to $r \in\left(0, R_{0}\right]$.) Then $\Sigma$ is uniformly rectifiable.

The somewhat more restrictive case of Proposition 3.1.5 where the disks are replaced by balls has been established earlier by S. Semmes in [104]. As pointed out on p. 844 in [31], the same conclusion holds if the two disks can be replaced by bi-Lipschitz images of disks. What David and Jerison actually prove is that any set $\Sigma$ as in the statement of Proposition 3.1.5 contains "big pieces of Lipschitz graphs" (cf. Theorem 1 on p. 840 loc. cit.). There is, in fact, a more precise version of this statement, which is implicit in the discussion following formula (10) on p. 842 of [31]. To state this result, we bring in the notion of the Corkscrew condition, which is that there are constants $M>1$ and $R>0$ (called the corkscrew constants of $\Omega$ ) such that for each $X \in \partial \Omega$ and $r \in(0, R)$ there exists $Y=Y(X, r)$, called the corkscrew point relative to $X$, such that $|X-Y|<r$ and $\operatorname{dist}(Y, \partial \Omega)>r / M$. Here is the result of [31].

Proposition 3.1.6 Let $\Omega \subset \mathbb{R}^{n+1}$ be an open set, with an Ahlfors regular boundary $\partial \Omega$ which satisfies the "two disks" condition, for every $r \in\left(0, R_{0}\right)$, as in the previous proposition (here $R_{0}$ may be infinite in the case that $\partial \Omega$ is unbounded). Suppose also that $\Omega$ satisfies the Corkscrew condition for every $r \in\left(0, R_{0}\right)$. Then $\Omega$ contains "big pieces of Lipschitz domains" that is, there exist $c_{1}, c_{2} \geq 1$ such that for every $X \in \partial \Omega$, and every $r \in\left(0, R_{0}\right)$, one can find a Lipschitz domain $D \subset \mathbb{R}^{n+1}$ for which:
(i) $D \subset \Omega \cap B(X, 10 r)$;
(ii) In a new system of coordinates (which is a rigid motion of the original one) one has $X=$ $\left(x^{\prime}, x_{n+1}\right)_{1 \leq j \leq n+1} \in \mathbb{R}^{n} \times \mathbb{R}$ and

$$
\begin{equation*}
D=\left\{Y=\left(y^{\prime}, y_{n+1}\right): \psi\left(y^{\prime}\right)<y_{n+1}<x_{n+1}+r / 2,\left|x^{\prime}-y^{\prime}\right|<r /\left(2 c_{1}\right)\right\}, \tag{3.1.19}
\end{equation*}
$$

where $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a function satisfying

$$
\begin{equation*}
\left|\psi\left(y^{\prime}\right)-\psi\left(z^{\prime}\right)\right| \leq c_{1}\left|y^{\prime}-z^{\prime}\right| \text { for all } y^{\prime}, z^{\prime} \in \mathbb{R}^{n} \quad \text { and }\|\psi\|_{L^{\infty}\left(\mathbb{R}^{n}\right)} \leq\left|x_{n+1}\right|+r / 2 \tag{3.1.20}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\mathcal{H}^{n}\left(\left\{\left(y^{\prime}, \psi\left(y^{\prime}\right)\right): y^{\prime} \in \mathbb{R}^{n},\left|x^{\prime}-y^{\prime}\right|<r /\left(2 c_{1}\right)\right\} \cap \partial \Omega\right) \geq r^{n} / c_{2} . \tag{3.1.21}
\end{equation*}
$$

Moving on, we make the following
Definition 3.1.7 A nonempty, proper open subset $\Omega$ of $\mathbb{R}^{n+1}$ is called a UR domain provided $\partial \Omega$ is uniformly rectifiable and also

$$
\begin{equation*}
\mathcal{H}^{n}\left(\partial \Omega \backslash \partial_{*} \Omega\right)=0 \tag{3.1.22}
\end{equation*}
$$

We impose the last condition to eliminate such cases as a slit disk. Let us emphasize that, by definition, a UR domain $\Omega$ has an Ahlfors regular boundary.

One important class of UR domains is the class of Ahlfors regular domains with the NTA property, introduced in [55]. We recall the definition here, since these domains will play a role in subsequent sections.

Definition 3.1.8 A nonempty, proper open subset $\Omega$ of $\mathbb{R}^{n+1}$ is called an NTA (nontangentially accessible) domain provided

$$
\begin{equation*}
\Omega \text { satisfies a two-sided corkscrew condition, } \tag{3.1.23}
\end{equation*}
$$

and
$\Omega$ satisfies a Harnack chain condition.
As mentioned right above Proposition 3.1.6, the (interior) corkscrew condition on $\Omega$ is that there are constants $M>1$ and $R>0$ (called the corkscrew constants of $\Omega$ ) such that for each $X \in \partial \Omega$ and $r \in(0, R)$ there exists $Y=Y(X, r) \in \Omega$, called corkscrew point relative to $X$, such that $|X-Y|<r$ and $\operatorname{dist}(Y, \partial \Omega)>M^{-1} r$. Next, we shall say that $\Omega$ satisfies an exterior corkscrew condition if $\mathbb{R}^{n+1} \backslash \Omega$ has the (interior) corkscrew condition, and say that $\Omega$ satisfies a two-sided corkscrew condition if $\Omega$ has both the interior and the exterior corkscrew condition.

The Harnack chain condition is defined as follows (with reference to $M$ and $R$ as above). First, given $X_{1}, X_{2} \in \Omega$, a Harnack chain from $X_{1}$ to $X_{2}$ in $\Omega$ is a sequence of balls $B_{1}, \ldots, B_{K} \subset \Omega$ such that $X_{1} \in B_{1}, X_{2} \in B_{K}$ and $B_{j} \cap B_{j+1} \neq \emptyset$ for $1 \leq j \leq K-1$, and such that each $B_{j}$ has a radius $r_{j}$ satisfying $M^{-1} r_{j}<\operatorname{dist}\left(B_{j}, \partial \Omega\right)<M r_{j}$. The length of the chain is $K$.

Then the Harnack chain condition on $\Omega$ is that if $\varepsilon>0$ and $X_{1}, X_{2} \in \Omega \cap B_{r / 4}(Q)$ for some $Q \in \partial \Omega, r \in(0, R)$, and if $\operatorname{dist}\left(X_{j}, \partial \Omega\right)>\varepsilon$ and $\left|X_{1}-X_{2}\right|<2^{k} \varepsilon$, then there exists a Harnack chain $B_{1}, \ldots, B_{K}$ from $X_{1}$ to $X_{2}$, of length $K \leq M k$, having the further property that the diameter of each ball $B_{j}$ is $\geq M^{-1} \min \left(\operatorname{dist}\left(X_{1}, \partial \Omega\right), \operatorname{dist}\left(X_{2}, \partial \Omega\right)\right)$.

If $\Omega$ is unbounded, the NTA condition also requires that $R=\infty$ and that $\mathbb{R}^{n+1} \backslash \partial \Omega$ has exactly two connected components, $\Omega$ and $\mathbb{R}^{n+1} \backslash \bar{\Omega}$.

Finally, call $\Omega \subset \mathbb{R}^{n+1}$ a two-sided NTA domain if both $\Omega$ and $\mathbb{R}^{n+1} \backslash \bar{\Omega}$ are nontangentially accessible domains.

Let us remark that

$$
\begin{gather*}
\Omega \text { satisfies (3.1.23) } \Longrightarrow \partial \Omega=\partial_{*} \Omega  \tag{3.1.25}\\
\Omega \text { satisfies an exterior corkscrew condition } \Longrightarrow \partial \Omega=\partial \bar{\Omega} . \tag{3.1.26}
\end{gather*}
$$

The fact that Ahlfors regular domains satisfying the condition (3.1.23) are UR domains is a special case of Proposition 3.1.5; this class of domains was also investigated in [100]. As a consequence of these observations and (2.2.17), we have the following.

Corollary 3.1.9 If $\Omega \subseteq \mathbb{R}^{n+1}$ is a domain satisfying a two-sided corkscrew condition and whose boundary is Ahlfors regular, then $\Omega$ is a UR domain.

When discussing the boundary behavior of layer potential operators from either side of the boundary, the following observation (whose simple proof is omitted) will be important.

Proposition 3.1.10 If $\Omega \subset \mathbb{R}^{n+1}$ is a UR domain for which $\partial \Omega=\partial \bar{\Omega}$ then $\mathbb{R}^{n+1} \backslash \bar{\Omega}$ is also a UR domain.

As already pointed out in (3.1.26), $\partial \Omega=\partial \bar{\Omega}$ is automatically satisfied if $\Omega$ has the exterior corkscrew property. Parenthetically, we wish to point out that while being an Ahlfors regular domain does not, generally speaking, imply the corkscrew condition, the following related result can be established (by arguing as in [10]).

Proposition 3.1.11 If $\Omega \subset \mathbb{R}^{n+1}$ is an open set with an Ahlfors regular boundary then there exists $\gamma \in(0,1)$ (depending only on the Ahlfors regularity constants of $\Omega$ ) with the property that

$$
\begin{equation*}
\forall X \in \partial \Omega, \forall R>0, \exists Q \in \mathbb{R}^{n+1} \text { with } B(Q, \gamma R) \subset B(X, R) \backslash \partial \Omega . \tag{3.1.27}
\end{equation*}
$$

For later purposes, it is useful to introduce a certain scale invariant local connectivity condition for domains in $\mathbb{R}^{n+1}$. To put this in the proper context, recall that a bounded open set $\Omega \subset \mathbb{R}^{n+1}$ is called a John domain if there exist $X^{*} \in \Omega$, called the (global) John center, and $C_{o}>1$ such that for every point $X \in \Omega$ there exists a rectifiable curve (called John path) $\gamma:[0, \ell] \rightarrow \Omega$, parametrized by the arc-length $s \in[0, \ell]$, such that $\gamma(0)=X, \gamma(\ell)=X^{*}$ and

$$
\begin{equation*}
\operatorname{dist}(\gamma(s), \partial \Omega)>s / C_{o}, \quad \forall s \in(0, \ell] . \tag{3.1.28}
\end{equation*}
$$

This terminology has been introduced in [77], in homage of F. John who has first used such a condition in his work in elasticity [57].

Assume that $\Omega$ is a John domain with center $X^{*}$ and consider an arbitrary point $Q \in \partial \Omega$. Pick a sequence $X_{j} \in \Omega$ converging to $Q$ and denote by $\gamma_{j}:\left[0, \ell_{j}\right] \rightarrow \mathbb{R}^{n+1}$ the John path joining $X_{j}$ with $X^{*}$ in $\Omega$. Note that, from (3.1.28), $0<\ell_{j} \leq C_{o} \operatorname{dist}\left(X^{*}, \partial \Omega\right)$ for every $j$. Thus, by passing to a subsequence, it can be assumed that $\ell_{j} \rightarrow \ell$ as $j \rightarrow \infty$. If we now renormalize each $\gamma_{j}$ to $\tilde{\gamma}_{j}:[0,1] \rightarrow \mathbb{R}^{n+1}, \tilde{\gamma}_{j}(s):=\gamma_{j}\left(\ell_{j} s\right)$, a simple application of the Arzela-Ascoli compactness criterion then shows that, by eventually passing to a subsequence, the $\tilde{\gamma}_{j}$ 's converge uniformly to a rectifiable path $\gamma_{Q}$ joining the boundary point $Q$ with the John center $X^{*}$ in $\Omega$ and such that dist $(Z, \partial \Omega) \geq \theta|Z-Q|$ for each $Z \in \gamma_{Q}$, where $\theta=\theta\left(\Omega, X^{*}, Q\right)>0$. For our purposes, we shall need a local, scale invariant version of this property, which we term local John condition. This is made precise in the definition below.

Definition 3.1.12 Let $\Omega \subset \mathbb{R}^{n+1}$ be an open set. This is said to satisfy a local John condition if there exist $\theta \in(0,1)$ and $R>0$ (required to be $\infty$ if $\partial \Omega$ is unbounded), called the John constants of $\Omega$, with the following significance. For every $Q \in \partial \Omega$ and $r \in(0, R)$ one can find $Q_{r} \in B(Q, r) \cap \Omega$, called John center relative to $\Delta(Q, r):=B(Q, r) \cap \partial \Omega$, such that $B\left(Q_{r}, \theta r\right) \subset \Omega$ and with the property that for each $X \in \Delta(Q, r)$ one can find a rectifiable path $\gamma_{X}:[0,1] \rightarrow \bar{\Omega}$, whose length is $\leq \theta^{-1} r$ and such that

$$
\begin{equation*}
\gamma_{X}(0)=X, \quad \gamma_{X}(1)=Q_{r}, \quad \operatorname{dist}\left(\gamma_{X}(t), \partial \Omega\right)>\theta\left|\gamma_{X}(t)-X\right| \quad \forall t>0 . \tag{3.1.29}
\end{equation*}
$$

Finally, $\Omega$ is said to satisfy a two-sided local John condition if both $\Omega$ and $\mathbb{R}^{n+1} \backslash \bar{\Omega}$ satisfy a local John condition.

Clearly, any domain satisfying a local John condition also satisfies a corkscrew condition. In the opposite direction, we wish to point out that any NTA domain satisfies a local John condition. In fact, the following stronger result holds.

Lemma 3.1.13 Let $\Omega \subset \mathbb{R}^{n+1}$ be an NTA domain with constants $M, R$. Suppose that $X \in \Omega$, $Y \in \partial \Omega$ and that $r \in(0, R), C>1$ are such that $B(X, r) \subset B(Y, C r) \cap \Omega$. Then there exists $C_{o}>1$ which depends only on $C$ and the NTA constants of $\Omega$ along with a rectifiable path $\gamma(X, Y)$ of length $\leq C_{o} r$, joining $X$ with $Y$ in $\Omega$, and such that $\operatorname{dist}(Z, \partial \Omega) \geq C_{o}^{-1}|Z-Y|$ for each point $Z \in \gamma(X, Y)$.

In particular, any NTA domain satisfies a local John condition.
Proof. To justify the existence of such a path, set $X_{0}:=X$ and, for $j=1,2, \ldots$, let $X_{j}$ denote a corkscrew point relative to $Y$ at scale $\approx 2^{-j} r$. It is then not difficult to check, with the help of the Harnack chain condition, that there exist a number $N_{o} \in \mathbb{N}$ and a constant $C_{1}>1$ (both depending only on the NTA constants of $\Omega$ and the constant $C$ in the statement of the lemma) with the property that, for each $j \in \mathbb{N}$, one can find a family of balls $\left\{B_{k}\right\}_{1 \leq k \leq N}$, with $N \leq N_{o}$, of radii $\approx 2^{-j} r$ such that $C B_{k} \subset \Omega, X_{j-1} \in B_{1}, X_{j} \in B_{N}$, and $B_{k} \cap B_{k+1} \neq \emptyset$ for $k \in\{1, \ldots, N-1\}$. Consequently, there exists a polygonal path $\gamma_{j}$ from $X_{j-1}$ to $X_{j}$ which stays roughly at distance $2^{-j} r$ from $\partial \Omega$, and has length $\leq C_{2} 2^{-j} r$, for some $C_{2}=C_{2}(M, R, C)>1$. If we now take $\gamma(X, Y)$ to be the union of the paths $\gamma_{j}, j \in \mathbb{N}$, it follows that $\gamma(X, Y)$ is rectifiable, and has length $\leq C_{3} \sum_{j=1}^{\infty} 2^{-j} r=C_{3} r$, for some geometrical constant $C_{3}>1$. Furthermore, if $Z \in \gamma(X, Y)$, say $Z \in \gamma_{j}$ for some $j \in \mathbb{N}$, then on the one hand $\operatorname{dist}(Z, \partial \Omega) \geq C_{4} 2^{-j} r$, while on the other hand $|Z-Y| \leq\left|Z-X_{j}\right|+\left|X_{j}-Y\right| \leq \operatorname{length}\left(\gamma_{j}\right)+C_{5} \operatorname{dist}\left(X_{j}, \partial \Omega\right) \leq C_{6} 2^{-j} r$. Altogether, $|Z-Y| \leq C_{o} \operatorname{dist}(Z, \partial \Omega)$ for some $C_{o}>1$, finishing the proof of the lemma.

From Definition 3.1.12 and Corollary 3.1.9 we also have:
Corollary 3.1.14 Let $\Omega \subseteq \mathbb{R}^{n+1}$ be a domain satisfying a two-sided local John condition and whose boundary is Ahlfors regular. Then $\Omega$ is a UR domain, of locally finite perimeter.

In the last part of this subsection we shall show that any $\mathrm{BMO}_{1}$ domain is NTA, which appears to be folklore. To set the stage, recall that a function $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ belongs to Zygmund's $\Lambda_{*}\left(\mathbb{R}^{n}\right)$ class if

$$
\begin{equation*}
\|\varphi\|_{\Lambda_{*}\left(\mathbb{R}^{n}\right)}:=\sup _{x, h \in \mathbb{R}^{n}} \frac{|\varphi(x+h)+\varphi(x-h)-2 \varphi(x)|}{|h|}<\infty . \tag{3.1.30}
\end{equation*}
$$

A typical example of a function in $\Lambda_{*}\left(\mathbb{R}^{n}\right)$ is Weierstrass' nowhere differentiable function

$$
\begin{equation*}
\sum_{j=0}^{\infty} \frac{\sin \left(\pi 2^{j} x\right)}{2^{j}}, \quad x \in \mathbb{R} \tag{3.1.31}
\end{equation*}
$$

Going further, Zygmund's $\lambda_{*}\left(\mathbb{R}^{n}\right)$ class is the collection of functions $\varphi \in \Lambda_{*}\left(\mathbb{R}^{n}\right)$ satisfying

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{|\varphi(x+h)+\varphi(x-h)-2 \varphi(x)|}{|h|}=0 \tag{3.1.32}
\end{equation*}
$$

uniformly in $x$. The space $\lambda_{*}\left(\mathbb{R}^{n}\right)$ contains functions which are quite irregular, such as

$$
\begin{equation*}
\sum_{j=1}^{\infty} \frac{\cos \left(2^{j} x\right)}{2^{j} \sqrt{j}}, \quad x \in \mathbb{R} \tag{3.1.33}
\end{equation*}
$$

which is almost everywhere not differentiable (cf. p. 47 in [119]).
For a function $\varphi: \mathbb{R}^{n} \rightarrow \mathbb{R}$, consider next the following conditions

$$
\begin{align*}
& \sup _{B \text { ball }}\left(\inf _{L \text { affine }} \frac{\|\varphi-L\|_{L^{\infty}(B)}}{|B|^{1 / n}}\right)<\infty  \tag{3.1.34}\\
& \lim _{r \rightarrow 0}\left\{\sup _{B \text { ball of radius } \leq r}\left(\inf _{L \text { affine }} \frac{\|\varphi-L\|_{L^{\infty}(B)}}{|B|^{1 / n}}\right)\right\}=0 \tag{3.1.35}
\end{align*}
$$

It is then clear that (3.1.34) implies (3.1.30), and that (3.1.34) together with (3.1.35) imply (3.1.32). In fact, the opposite implications are also valid. Indeed, a good affine approximation to the graph of $\varphi$ near $(x, \varphi(x))$ at scale $r>0$ can be constructed as follows. Fix $\eta \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, nonnegative, even, with $\int \eta=1$, and consider $L(z):=\varphi(x)+\left\langle\nabla\left(\varphi * \eta_{r}\right)(x), z-x\right\rangle, z \in \mathbb{R}^{n}$. Then, according to Lemma 3.7 on p. 94 in [55] and its proof,

$$
\begin{equation*}
\sup _{z \in B(x, r)} \frac{|\varphi(z)-L(z)|}{r} \leq C \sup _{z \in B(x, r)} \sup _{|h|<r} \frac{|\varphi(z+h)+\varphi(z-h)-2 \varphi(z)|}{|h|} \leq C\|\varphi\|_{\Lambda_{*}\left(\mathbb{R}^{n}\right)} \tag{3.1.36}
\end{equation*}
$$

The desired conclusions follow from this double inequality.
For $1 \leq p<\infty$, define the local $L^{p}$-oscillations of a function $f \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$ as

$$
\begin{equation*}
\{f\}_{p, r}:=\sup _{B} \text { ball of radius } \leq r=\left(f_{B}\left|f(x)-\left(f_{B} f\right)\right|^{p} d x\right)^{1 / p}, \quad r>0 \tag{3.1.37}
\end{equation*}
$$

so that, for each fixed $p \in[1, \infty)$, we have $\|f\|_{*} \approx \sup _{r>0}\{f\}_{p, r}$ by the John-Nirenberg inequality. Also, using this and the fact that $\operatorname{VMO}\left(\mathbb{R}^{n}\right)$ is the closure in $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$ of the space of uniformly continuous functions belonging to $\operatorname{BMO}\left(\mathbb{R}^{n}\right)$, it can be checked that $f \in \operatorname{VMO}\left(\mathbb{R}^{n}\right)$ if and only if $f \in \operatorname{BMO}\left(\mathbb{R}^{n}\right)$ and $\lim _{r \rightarrow 0}\{f\}_{p, r}=0$. Let us also note here a well-known estimate relating integral averages over concentric balls of different radii in concert with Hölder's inequality imply

$$
\begin{equation*}
\left|f_{B(x, R)} f(y) d y-f_{B(x, r)} f(y) d y\right| \leq C_{n}\left(1+\log \left(\frac{R}{r}\right)\right)\{f\}_{p, R} \tag{3.1.38}
\end{equation*}
$$

whenever $x \in \mathbb{R}^{n}, 0<r<R<\infty$ and $1 \leq p<\infty$.
Proposition 3.1.15 The following inclusions

$$
\begin{align*}
& \mathrm{BMO}_{1}\left(\mathbb{R}^{n}\right) \hookrightarrow \Lambda_{*}\left(\mathbb{R}^{n}\right)  \tag{3.1.39}\\
& \mathrm{VMO}_{1}\left(\mathbb{R}^{n}\right) \hookrightarrow \lambda_{*}\left(\mathbb{R}^{n}\right) \tag{3.1.40}
\end{align*}
$$

are well-defined and continuous.
Proof. Assume that $\varphi \in \mathrm{BMO}_{1}\left(\mathbb{R}^{n}\right)$ and fix $x \in \mathbb{R}^{n}, r>0$, arbitrary. Set

$$
\begin{equation*}
m(x, r):=f_{B(x, r)} \nabla \varphi(y) d y, \quad L(y):=\varphi(x)+\langle m(x, 4 r), y-x\rangle, \quad y \in \mathbb{R}^{n} \tag{3.1.41}
\end{equation*}
$$

Next, fix two parameters, $\varepsilon \in(0,1)$ and $p>n$. In an analogous fashion to (2.5.9), for any $y \in B(x, r)$ we may then estimate

$$
\begin{align*}
\frac{|\varphi(y)-L(y)|}{r}= & \frac{|\varphi(y)-\varphi(x)-\langle m(x, 4 r), y-x\rangle|}{r} \\
\leq & C_{p, n} \frac{|x-y|}{r}\left(f_{|x-z| \leq 2|x-y|}|\nabla \varphi(z)-m(x, 4 r)|^{p} d z\right)^{1 / p} \\
\leq & C_{p, n} \frac{|x-y|}{r}\left(f_{|x-z| \leq 2|x-y|}|\nabla \varphi(z)-m(x, 2|x-y|)|^{p} d z\right)^{1 / p} \\
& +C_{p, n} \frac{|x-y|}{r}|m(x, 2|x-y|)-m(x, 4 r)| \\
\leq & C_{p, n} \frac{|x-y|}{r}\{\nabla \varphi\}_{p, 4 r}\left(1+\log \left(\frac{2 r}{|x-y|}\right)\right) \\
\leq & C_{p, n, \varepsilon}\{\nabla \varphi\}_{p, 4 r}\left(\frac{|x-y|}{r}\right)^{1-\varepsilon} \leq C_{p, n, \varepsilon}\{\nabla \varphi\}_{p, 4 r}, \tag{3.1.42}
\end{align*}
$$

by using Mary Weiss's lemma (cf. [50], Lemma 2.10) and referring (twice) to (3.1.38). Hence, $|\varphi(y)-L(y)| \leq C r\|\nabla \varphi\|_{*}$ and, further,

$$
\begin{equation*}
\sup _{B \text { ball of radius } r}\left(\inf _{L \text { affine }} \frac{\|\varphi-L\|_{L^{\infty}(B)}}{r}\right) \leq C\|\nabla \varphi\|_{*} . \tag{3.1.43}
\end{equation*}
$$

This proves (3.1.39). Since with the help of (3.1.42) one can readily check that (3.1.35) holds, we may conclude that the inclusion (3.1.40) is also well-defined and bounded.

According to Proposition 3.6 on p. 94 in [55], any $\Lambda_{*}$-domain, i.e., a set of the form

$$
\begin{equation*}
\Omega:=\left\{X=\left(x, x_{n+1}\right) \in \mathbb{R}^{n+1}: x_{n+1}>\varphi(x)\right\} \tag{3.1.44}
\end{equation*}
$$

with $\varphi \in \Lambda_{*}\left(\mathbb{R}^{n}\right)$, is NTA. As a result of this and Proposition 3.1.15, any $\mathrm{BMO}_{1}$ domain is NTA.
We conclude this section with a review of sufficient conditions guaranteeing that the harmonic measure of a domain is absolutely continuous with respect to its surface measure.

Proposition 3.1.16 Let $\Omega \subset \mathbb{R}^{n+1}$ be an open set, with an Ahlfors regular boundary $\partial \Omega$ which satisfies the "two disks" condition introduced in Proposition 3.1.5. In addition, assume that $\Omega$ satisfies an interior corkscrew condition and the Harnack chain condition (cf. Definition 3.1.8). Fix $X_{o} \in \Omega$ and denote by $\omega^{X_{o}}$ the harmonic measure on $\partial \Omega$ (relative to $\Omega$ ) with pole at $X_{o}$.

Then $\omega^{X_{o}}$ belongs to the Muckenhoupt class $A_{\infty}$ with respect to $\sigma:=\mathcal{H}^{n}\lfloor\partial \Omega$. In particular, $\omega^{X_{o}}$ and $\sigma$ are mutually absolutely continuous.

With the two disks condition replaced by a two-sided corkscrew condition and when $\mathbb{R}^{n} \backslash \partial \Omega$ has precisely two connected components, this has been first obtained in [104]. In the current format, the above result appears as Theorem 2 on p. 842 in [31]. A result of a similar flavor, when the Harnack chain condition is suppressed, has been established by B. Bennewitz and J. Lewis in [5]. Their Theorem 1 entails the following:

Proposition 3.1.17 In the context of Proposition 3.1.16, the mutual absolute continuity of $\omega^{X_{o}}$ and $\sigma$ remains valid even when the assumption that $\Omega$ satisfies the Harnack chain condition is dropped.

### 3.2 First estimates on layer potentials

The purpose of this subsection is to provide nontangential maximal function estimates for a class of layer potentials. To be concrete, take a function

$$
\begin{equation*}
k \in C^{N}\left(\mathbb{R}^{n+1} \backslash\{0\}\right) \quad \text { with } \quad k(-X)=-k(X) \quad \text { and } \quad k(\lambda X)=\lambda^{-n} k(X) \quad \forall \lambda>0, \tag{3.2.1}
\end{equation*}
$$

and define the singular integral operator

$$
\begin{equation*}
\mathcal{T} f(X):=\int_{\partial \Omega} k(X-Y) f(Y) d \sigma(Y), \quad X \in \Omega \tag{3.2.2}
\end{equation*}
$$

as well as

$$
\begin{align*}
& T_{*} f(X):=\sup _{\varepsilon>0}\left|T_{\varepsilon} f(X)\right|, \quad X \in \partial \Omega, \quad \text { where }  \tag{3.2.3}\\
& T_{\varepsilon} f(X):=\int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}} k(X-Y) f(Y) d \sigma(Y), \quad X \in \partial \Omega . \tag{3.2.4}
\end{align*}
$$

The following result was established in Proposition 4 bis of [28].
Proposition 3.2.1 Assume $\Omega \subset \mathbb{R}^{n+1}$ is a UR domain. Take $p \in(1, \infty)$. There exist $N \in \mathbb{Z}_{+}$ and $C \in(0, \infty)$, each depending only on $p$ along with the Ahlfors regularity and UR constants of $\partial \Omega$, with the following property. If $k$ satisfies (3.2.1), then

$$
\begin{equation*}
\left\|T_{*} f\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\left\|\left.k\right|_{S^{n}}\right\|_{C^{N}}\|f\|_{L^{p}(\partial \Omega, d \sigma)} \tag{3.2.5}
\end{equation*}
$$

for each $f \in L^{p}(\partial \Omega, d \sigma)$.
Remark. We often refer to "geometrical characteristics" of $\Omega$ as the collection of Ahlfors regularity and UR constants, and use the notation $G(\Omega)$, so $C$ above has the form $C=C(G(\Omega), p)$. In other settings, $G(\Omega)$ might involve other geometrical characteristics, such as those appearing to define the John condition or the NTA condition.

To help put matters into proper perspective it is worth recalling that, with Ahlfors regularity as a background assumption, the validity of (3.2.5) for all kernels $k$ as in (3.2.1) is actually equivalent to $\partial \Omega$ being uniformly rectifiable. See the theorem on pp. 10-14 in [33]. In this connection, a significant open problem is to show that, for the left-to-right implication, it suffices to consider only the Riesz kernels, i.e. $k_{j}(X):=x_{j} /|X|^{n+1}, 1 \leq j \leq n+1$. Regarding the nature of the principal value integrals associated with the Riesz kernels, a recent result from [113] states that if $E \subset \mathbb{R}^{n+1}$ has $\mathcal{H}^{n}(E)<\infty$ then
$E$ is countably rectifiable (of dimension $n$ ) $\Longleftrightarrow$

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{Y \in E:|Y-X|>\varepsilon} \frac{x_{j}-y_{j}}{|X-Y|^{n+1}} d \mathcal{H}^{n}(Y) \text { exists for } \mathcal{H}^{n} \text {-a.e. } X \in E . \tag{3.2.6}
\end{equation*}
$$

We will concern ourselves with issues pertaining to the existence of principal value singular integral operators later on, in §3.3-§3.4.

Moving on, let $L^{1, \infty}(\partial \Omega, d \sigma)$ stand for the weak- $L^{1}$ space on $\partial \Omega$, i.e. the collection of all $\sigma$ measurable functions $f$ on $\partial \Omega$ for which $\|f\|_{L^{1, \infty}(\partial \Omega, d \sigma)}:=\sup _{\lambda>0}[\lambda \sigma(\{X \in \partial \Omega:|f(X)|>\lambda\})]$ is finite. Corresponding to the case $p=1$ in (3.2.5), we have the following.

Proposition 3.2.2 In the context of Proposition 3.2.1, there also holds

$$
\begin{equation*}
\left\|T_{*} f\right\|_{L^{1, \infty}(\partial \Omega, d \sigma)} \leq C(\Omega, k)\|f\|_{L^{1}(\partial \Omega, d \sigma)} \tag{3.2.7}
\end{equation*}
$$

for each $f \in L^{1}(\partial \Omega, d \sigma)$.
Proof. Essentially, this is a consequence of Proposition 3.2.1 and standard Calderón-Zygmund theory. For the benefit of the reader, we include a brief sketch. The departure point is the estimate

$$
\begin{equation*}
\left\|T_{\varepsilon} f\right\|_{L^{1}, \infty(\partial \Omega, d \sigma)} \leq C(\Omega, k)\|f\|_{L^{1}(\partial \Omega, d \sigma)} \tag{3.2.8}
\end{equation*}
$$

uniformly for $\varepsilon>0$, itself a consequence of Proposition 3.2.1 and the Calderón-Zygmund decomposition lemma (that the latter continues to hold in the context of spaces of homogeneous type is well-known; see, e.g., [23]). Next, a variant of the classical Cotlar lemma gives the following. For each $\gamma \in(0,1)$ there exists a constant $C$, depending only on $\partial \Omega, k$ and $\gamma$ with the property that, for each $f \in L^{1}(\partial \Omega, d \sigma)$ and $X \in \partial \Omega$,

$$
\begin{equation*}
T_{*, \varepsilon} f(X) \leq C \mathcal{M} f(X)+C \mathcal{M}_{\gamma}\left(T_{\varepsilon_{0}} f\right)(X), \quad \forall \varepsilon, \varepsilon_{0}, \quad \text { with } \varepsilon>\varepsilon_{0}>0 \tag{3.2.9}
\end{equation*}
$$

where $\mathcal{M}$ is the usual Hardy-Littlewood maximal function,

$$
\begin{equation*}
T_{*, \varepsilon} f(X):=\sup _{\varepsilon^{\prime}>\varepsilon}\left|T_{\varepsilon^{\prime}} f(X)\right|, \quad X \in \partial \Omega, \tag{3.2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{M}_{\gamma} f(X):=\sup _{R}\left(f_{\Delta(X, R)}|f|^{\gamma} d \sigma\right)^{1 / \gamma}, \quad X \in \partial \Omega \tag{3.2.11}
\end{equation*}
$$

With (3.2.8)-(3.2.9) in hand, (3.2.5) follows from the mapping properties of the Hardy-Littlewood maximal function; see, e.g., pp. 250-251 in [82] for a related discussion.

We further complement Proposition 3.2.1 with the following nontangential maximal function estimate.

Proposition 3.2.3 In the setting of Proposition 3.2.1, for each $\alpha>0$ there exists a finite constant $C>0$, depending only on $p, \alpha$, as well as the Ahlfors regularity and $U R$ constants of $\partial \Omega$, such that

$$
\begin{equation*}
\|\mathcal{N}(\mathcal{T} f)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\left\|\left.k\right|_{S^{n}}\right\|_{C^{N}}\|f\|_{L^{p}(\partial \Omega, d \sigma)} . \tag{3.2.12}
\end{equation*}
$$

Moreover, corresponding to $p=1$,

$$
\begin{equation*}
\|\mathcal{N}(\mathcal{T} f)\|_{L^{1, \infty}(\partial \Omega, d \sigma)} \leq C(\Omega, k, \alpha)\|f\|_{L^{1}(\partial \Omega, d \sigma)} \tag{3.2.13}
\end{equation*}
$$

Proof. To begin, assume that $X \in \Omega$ and $Z \in \partial \Omega$ are fixed points such that

$$
\begin{equation*}
|X-Z|<(1+\alpha) \operatorname{dist}(X, \partial \Omega) \tag{3.2.14}
\end{equation*}
$$

Set $\varepsilon:=|X-Z|$ and estimate

$$
\begin{align*}
\left|\mathcal{T} f(X)-T_{2 \varepsilon} f(Z)\right|= & \left|\int_{\partial \Omega} k(X-Y) f(Y) d \sigma(Y)-\int_{\substack{Y \in \Omega \\
|Z-Y|>2 \varepsilon}} k(Z-Y) f(Y) d \sigma(Y)\right| \\
\leq & \left|\int_{\substack{Y \in \partial \Omega \\
|Z-Y|<2 \varepsilon}} k(X-Y) f(Y) d \sigma(Y)\right| \\
& +\left|\int_{\substack{Y \in \Omega \Omega \\
|Z-Y|>2 \varepsilon}}(k(X-Y)-k(Z-Y)) f(Y) d \sigma(Y)\right| \\
= & I+I I . \tag{3.2.15}
\end{align*}
$$

Since

$$
\begin{equation*}
|X-Y| \geq \operatorname{dist}(X, \partial \Omega)>\frac{|X-Z|}{1+\alpha}=\frac{\varepsilon}{1+\alpha} \tag{3.2.16}
\end{equation*}
$$

we have

$$
\begin{equation*}
|I| \leq \frac{C(\alpha, n)}{\varepsilon^{n}} \int_{\substack{Y \in \partial \Omega \\|Z-Y|<2 \varepsilon}}|f(Y)| d \sigma(Y) \leq C(\alpha, \Omega) \mathcal{M} f(Z) \tag{3.2.17}
\end{equation*}
$$

by Ahlfors regularity. On the other hand, if $X \in \Gamma(Z), Y \in \partial \Omega$ and $|Y-Z|>2 \varepsilon=2|X-Z|$, we also have $|t X+(1-t) Z-Y| \geq C|Z-Y|$ for $t \in[0,1]$, and hence the Mean Value Theorem gives

$$
\begin{align*}
|k(X-Y)-k(Z-Y)| & \leq|X-Z| \sup _{0 \leq t \leq 1}|\nabla k(t X+(1-t) Z-Y)| \\
& \leq C \frac{\varepsilon}{|Z-Y|^{n+1}} \tag{3.2.18}
\end{align*}
$$

Consequently, a familiar argument gives

$$
\begin{align*}
|I I| & \leq \int_{\substack{Y \in \partial \Omega \\
|Z-Y|>2 \varepsilon}} \frac{\varepsilon}{|Z-Y|^{n+1}}|f(Y)| d \sigma(Y) \\
& =c_{n} \sum_{j=1}^{\infty} \int_{\substack{Y \in \partial \Omega \\
2^{j} \varepsilon<|Z-Y|<2^{j+1} \varepsilon}} \frac{\varepsilon}{|Z-Y|^{n+1}}|f(Y)| d \sigma(Y) \\
& \leq c_{n} \sum_{j=1}^{\infty} 2^{-j}\left(2^{j+1} \varepsilon\right)^{-n} \int_{\substack{Y \in \partial \Omega \\
|Z-Y|<2^{j+1} \varepsilon}}|f(Y)| d \sigma(Y) \\
& \leq C(\Omega) \sum_{j=1}^{\infty} 2^{-j} \mathcal{M} f(Z)=C(\Omega) \mathcal{M} f(Z) \tag{3.2.19}
\end{align*}
$$

where the next-to-the-last step utilizes Ahlfors regularity.
In summary, the above analysis proves that for any two points, $X \in \Omega$ and $Z \in \partial \Omega$, such that (3.2.14) holds we have

$$
\begin{equation*}
\left|\mathcal{T} f(X)-T_{2 \varepsilon} f(Z)\right| \leq C(\alpha, \Omega) \mathcal{M} f(Z), \tag{3.2.20}
\end{equation*}
$$

which further entails

$$
\begin{equation*}
|\mathcal{T} f(X)| \leq\left|T_{*} f(Z)\right|+C \mathcal{M} f(Z) \tag{3.2.21}
\end{equation*}
$$

For each $Z \in \partial \Omega$ fixed, with the property that $\Gamma(Z) \neq \emptyset$, by taking the supremum in $X \in \Gamma(Z)$ in (3.2.21) we arrive at

$$
\begin{equation*}
\mathcal{N}(\mathcal{T} f)(Z) \leq T_{*} f(Z)+C \mathcal{M} f(Z) \tag{3.2.22}
\end{equation*}
$$

Since the above estimate trivially valid when $\Gamma(Z)=\emptyset$, it follows that (3.2.22) holds for all $Z \in \partial \Omega$.
Now (3.2.12) is a consequence of this, (3.2.5) and Proposition 2.1.1. Finally, (3.2.13) follows from (3.2.22), (2.1.4) and Proposition 3.2.2.

Recall next the Hardy spaces introduced in §2.4.
Proposition 3.2.4 In the context of Proposition 3.2.1, for each $p \in\left(\frac{n}{n+1}, 1\right]$ and $\alpha>0$ there exists a finite constant $C=C(p, \alpha, \Omega)$ such that

$$
\begin{equation*}
\|\mathcal{N}(\mathcal{T} f)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\left\|\left.k\right|_{S^{n}}\right\|_{C^{N}}\|f\|_{H_{a t}^{p}(\partial \Omega, d \sigma)} \tag{3.2.23}
\end{equation*}
$$

Proof. It suffices to estimate $\mathcal{N}(\mathcal{T} a)$ when $a$ is a $p$-atom, i.e. it satisfies (2.4.11). First, for any $\kappa>1$, the estimate (3.2.12) with $p=2$ gives

$$
\begin{align*}
\int_{B\left(X_{o}, \kappa r\right) \cap \partial \Omega}|\mathcal{N}(\mathcal{T} a)|^{p} d \sigma & \leq\|\mathcal{N}(\mathcal{T} a)\|_{L^{2}(\partial \Omega, d \sigma)}^{p} \cdot \sigma\left(\Delta\left(X_{o}, \kappa r\right)\right)^{1-2 / p} \\
& \leq C\|a\|_{L^{2}(\partial \Omega, d \sigma)}^{p} \cdot \sigma\left(\Delta\left(X_{o}, \kappa r\right)\right)^{1-2 / p} \\
& \leq C(p, \kappa, \Omega)<+\infty \tag{3.2.24}
\end{align*}
$$

by (2.4.11) and Ahlfors regularity.
On the other hand, if $X \in \Omega$ is such that $\left|X-X_{o}\right| \geq 2 r$ then, based on the vanishing moment condition for the atom and the Mean Value Theorem, we may write

$$
\begin{align*}
|\mathcal{T} a(X)| & \leq \int_{B\left(X_{o}, r\right)}\left|k(X-Y)-k\left(X-X_{o}\right)\right||a(Y)| d \sigma(Y) \\
& \leq C \frac{r}{\left|X-X_{o}\right|^{n+1}} \sigma\left(\Delta\left(X_{o}, r\right)\right)^{1-1 / p} \tag{3.2.25}
\end{align*}
$$

Now, if $Y \in \partial \Omega, X \in \Omega$ are such that

$$
\begin{equation*}
\left|Y-X_{o}\right| \geq 2(2+\alpha) r \quad \text { and } \quad|X-Y|<(1+\alpha) \operatorname{dist}(X, \partial \Omega) \tag{3.2.26}
\end{equation*}
$$

then

$$
\begin{equation*}
2(2+\alpha) r \leq\left|Y-X_{o}\right| \leq|Y-X|+\left|X-X_{o}\right| \leq(2+\alpha)\left|X-X_{o}\right| . \tag{3.2.27}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\left|X-X_{o}\right| \geq 2 r \quad \text { and } \quad\left|X-X_{o}\right| \geq \frac{1}{2+\alpha}\left|Y-X_{o}\right|, \tag{3.2.28}
\end{equation*}
$$

so that (3.2.25) gives

$$
\begin{equation*}
|\mathcal{N}(\mathcal{T} a)(Y)| \leq C \frac{r}{\left|Y-X_{o}\right|^{n+1}} \sigma\left(\Delta\left(X_{o}, r\right)\right)^{1-1 / p}, \quad \forall Y \in \partial \Omega \backslash \Delta\left(X_{o},(2+\alpha) r\right) \tag{3.2.29}
\end{equation*}
$$

Consequently, if we set $R:=(2+\alpha) r$ then (3.2.29) and the defining condition for Ahlfors regularity give

$$
\begin{align*}
& \int_{\partial \Omega \backslash \Delta\left(X_{o}, R\right)}|\mathcal{N}(\mathcal{T} a)(Y)|^{p} d \sigma(Y) \\
& \quad \leq C r^{p} \sigma\left(\Delta\left(X_{o}, r\right)\right)^{p-1} \sum_{j=0}^{\infty} \int_{\Delta\left(X_{o}, 2^{j+1} R\right) \backslash \Delta\left(X_{o}, 2^{j} R\right)} \frac{d \sigma(Y)}{\left|Y-X_{o}\right|^{p(n+1)}} \\
& \quad \leq C r^{p} \sigma\left(\Delta\left(X_{o}, r\right)\right)^{p-1} \sum_{j=0}^{\infty}\left(2^{j} R\right)^{n} \cdot\left(2^{j} R\right)^{-p(n+1)} \\
& \quad \leq C(p, \alpha, \Omega)<+\infty, \tag{3.2.30}
\end{align*}
$$

since $p(n+1)>n$. If we now choose $\kappa:=2+\alpha$, it follows that $\|\mathcal{N}(\mathcal{T} a)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C$ for some finite constant $C>0$, independent of the atom. This readily yields (3.2.23), finishing the proof of the proposition.

It is also useful to have estimates of the form

$$
\begin{equation*}
\mathcal{T}: L^{p}(\partial \Omega, d \sigma) \longrightarrow L^{r}(\Omega) \tag{3.2.31}
\end{equation*}
$$

when $\mathcal{T}$ has the form (3.2.2). We present two ways to do this. One is to combine Proposition 3.2.3 with a result of the form

$$
\begin{equation*}
\|u\|_{L^{r}(\Omega)} \leq C\|\mathcal{N} u\|_{L^{p}(\partial \Omega, d \sigma)} \tag{3.2.32}
\end{equation*}
$$

We give such an estimate in Proposition 3.2 .7 below. First, we tackle (3.2.31) by interpolating between cases $p=1$ and $p=\infty$. This method is elementary and while not quite as sharp as the result derivable from Proposition 3.2.7, it applies to a larger class of domains, which will be useful in Sections 5-7.

Proposition 3.2.5 Let $\Omega \subset \mathbb{R}^{n+1}$ be a bounded, open, Ahlfors regular domain, with the property that $\mathcal{H}^{n}\left(\partial \Omega \backslash \partial_{*} \Omega\right)=0$. Let $K: \bar{\Omega} \times \partial \Omega \rightarrow \mathbb{R}$ be continuous on the complement of $\{(X, X): X \in \partial \Omega\}$ and satisfy

$$
\begin{equation*}
|K(X, Y)| \leq C|X-Y|^{-n} \tag{3.2.33}
\end{equation*}
$$

and set

$$
\begin{equation*}
\mathcal{T} f(X)=\int_{\partial \Omega} K(X, Y) f(Y) d \sigma(Y), \quad X \in \Omega \tag{3.2.34}
\end{equation*}
$$

Then, for $p \geq 1$, (3.2.31) holds for all $r<p(n+1) / n$.
Proof. It is elementary from bounds

$$
\begin{equation*}
\|K(\cdot, Y)\|_{L^{q}(\Omega)} \leq C_{q}, \quad q<\frac{n+1}{n} \tag{3.2.35}
\end{equation*}
$$

that

$$
\begin{equation*}
\mathcal{T}: L^{1}(\partial \Omega, d \sigma) \longrightarrow L^{q}(\Omega), \quad \forall q<\frac{n+1}{n} \tag{3.2.36}
\end{equation*}
$$

For this one needs only $\Omega$ bounded and $\mathcal{H}^{n}(\partial \Omega)<\infty$. We will show that

$$
\begin{equation*}
\mathcal{T}: L^{\infty}(\partial \Omega, d \sigma) \longrightarrow L^{s}(\Omega), \quad \forall s<\infty \tag{3.2.37}
\end{equation*}
$$

Then (3.2.31) follows by interpolation from (3.2.36)-(3.2.37).
To prove (3.2.37), we will establish an estimate of the form

$$
\begin{equation*}
\int_{\partial \Omega}|K(X, Y)| d \sigma(Y) \leq \gamma(X), \quad \gamma \in L^{s}(\Omega), \quad \forall s<\infty \tag{3.2.38}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left|\int_{\partial \Omega} K(X, Y) f(Y) d \sigma(Y)\right| \leq\|f\|_{L^{\infty}(\partial \Omega, d \sigma)} \gamma(X) \tag{3.2.39}
\end{equation*}
$$

and (3.2.37) follows. Here is part of (3.2.38).
Lemma 3.2.6 In the setting of Proposition 3.2.5,

$$
\begin{equation*}
\int_{\partial \Omega}|K(X, Y)| d \sigma(Y) \leq C \log \frac{2 M}{\operatorname{dist}(X, \partial \Omega)} \tag{3.2.40}
\end{equation*}
$$

with $M=\operatorname{diam} \Omega$.
Proof. Given $X \in \Omega, \delta=\operatorname{dist}(X, \partial \Omega)$, take $P \in \partial \Omega$ with $|X-P|=\delta$ and set

$$
\begin{align*}
& \mathcal{A}_{0}:=\left\{X^{\prime} \in \partial \Omega:\left|X^{\prime}-P\right| \leq 2 \delta\right\}, \\
& \mathcal{A}_{k}:=\left\{X^{\prime} \in \partial \Omega:\left|X^{\prime}-P\right| \in\left(2^{k} \delta, 2^{k+1} \delta\right]\right\}, \quad k \geq 1 . \tag{3.2.41}
\end{align*}
$$

Ahlfors regularity of $\partial \Omega$ yields

$$
\begin{equation*}
\mathcal{H}^{n}\left(\mathcal{A}_{k}\right) \leq C\left(2^{k} \delta\right)^{n} \tag{3.2.42}
\end{equation*}
$$

so

$$
\begin{equation*}
\int_{\mathcal{A}_{k}}|K(X, Y)| d \sigma(Y) \leq C \frac{\left(2^{k} \delta\right)^{n}}{\left(2^{k} \delta\right)^{n}}=C . \tag{3.2.43}
\end{equation*}
$$

Summing (3.2.43) over $k \geq 0$ such that $2^{k} \delta \leq M$ gives (3.2.40).
We now present the
End of proof of Proposition 3.2.5. The fact that $\gamma(X)=C \log 2 M / \operatorname{dist}(X, \partial \Omega)$ belongs to $L^{s}(\Omega)$ for all $s<\infty$ follows immediately from the estimate

$$
\begin{equation*}
\operatorname{vol}\left(\mathcal{O}_{\delta}\right) \leq C \delta \tag{3.2.44}
\end{equation*}
$$

for

$$
\begin{equation*}
\mathcal{O}_{\delta}=\{X \in \bar{\Omega}: \operatorname{dist}(X, \partial \Omega) \leq \delta\}, \tag{3.2.45}
\end{equation*}
$$

valid when $\Omega$ is bounded and Ahlfors regular. The estimate (3.2.44) has a short, elementary proof, but rather than give it we note that it follows upon taking $v \equiv 1$ in (2.3.10).

We now present a sharp estimate of the form (3.2.32). Specifically, we have
Proposition 3.2.7 Let $\Omega \subset \mathbb{R}^{n+1}$ be an Ahlfors regular domain which is either bounded, or has an unbounded boundary. Then for each $p \in(0, \infty)$, (3.2.32) holds with $r=p(n+1) / n$, i.e.,

$$
\begin{equation*}
\|u\|_{L^{p(n+1) / n}(\Omega)} \leq C\|\mathcal{N} u\|_{L^{p}(\partial \Omega, d \sigma)}, \tag{3.2.46}
\end{equation*}
$$

for some geometrical constant $C$, independent of the function $u: \Omega \rightarrow \mathbb{R}$.

Proof. To prove the proposition, fix $p \in(0, \infty)$ and assume that $u$ is such that $\|\mathcal{N} u\|_{L^{p}(\partial \Omega, d \sigma)}<\infty$. We will first show that there exists a geometric constant $C>0$ with the property that

$$
\begin{equation*}
|\{X \in \Omega:|u(X)|>\lambda\}| \leq C \sigma(\{Q \in \partial \Omega: \mathcal{N} u(Q)>\lambda\})^{(n+1) / n}, \quad \forall \lambda>0, \tag{3.2.47}
\end{equation*}
$$

where $|E|$ denotes the $(n+1)$-dimensional Euclidean measure of a measurable set $E \subseteq \mathbb{R}^{n+1}$. The strategy for proving (3.2.47) is to work with "tent" regions

$$
\begin{equation*}
T(\mathcal{O}):=\Omega \backslash\left[\bigcup_{P \in \partial \Omega \backslash \mathcal{O}} \Gamma_{\alpha}(P)\right] \tag{3.2.48}
\end{equation*}
$$

associated with arbitrary open subsets $\mathcal{O}$ of $\partial \Omega$. The ingredients going into the proof of (3.2.46) are the simple inclusion (itself a consequence of (3.2.48))

$$
\begin{equation*}
\{X \in \Omega:|u(X)|>\lambda\} \subseteq T(\{Q \in \partial \Omega: \mathcal{N} u(Q)>\lambda\}), \quad \forall \lambda>0, \tag{3.2.49}
\end{equation*}
$$

and the geometric estimate

$$
\begin{equation*}
|T(\mathcal{O})| \leq C \sigma(\mathcal{O})^{(n+1) / n}, \quad \forall \mathcal{O} \text { proper open subset of } \partial \Omega \tag{3.2.50}
\end{equation*}
$$

Then (3.2.47) follows writing (3.2.50) for $\mathcal{O}:=\{Q \in \partial \Omega: \mathcal{N} u(Q)>\lambda\}$, which, given that $\mathcal{N} u \in L^{p}(\partial \Omega, d \sigma)$, is a proper open set of $\partial \Omega$ when $\partial \Omega$ is unbounded. When $\Omega$ is bounded, we can ensure that (3.2.50) also holds in the case when $\mathcal{O}=\partial \Omega$ by taking $C>\sigma(\partial \Omega)^{-(n+1) / n}|\Omega|$.

Our next task is to prove (3.2.50). To do this, fix a proper open subset $\mathcal{O}$ of $\partial \Omega$ and decompose $\mathcal{O}$ into a finite-overlap family of Whitney surface balls $\left\{\Delta_{k}\right\}$ (considering $\partial \Omega$ as a space of homogeneous type; see Theorem 3.1 and the footnote on p. 71 of [22] for details). Also, for each surface ball $\Delta:=B_{R}(Q) \cap \partial \Omega, Q \in \partial \Omega, 0<R<\operatorname{diam} \Omega$, consider the Carleson region

$$
\begin{equation*}
\mathcal{C}_{t}(\Delta):=B_{t R}(Q) \cap \Omega, \tag{3.2.51}
\end{equation*}
$$

where $t>0$ is a large constant, to be specified later. We now claim that $t$ can be chosen so that

$$
\begin{equation*}
T(\mathcal{O}) \subset \bigcup_{k} \mathcal{C}_{t}\left(\Delta_{k}\right) \tag{3.2.52}
\end{equation*}
$$

In order to justify (3.2.52) we note that the definition (3.2.48) can be rephrased as

$$
\begin{equation*}
T(\mathcal{O})=\left\{X \in \Omega: \operatorname{dist}(X, \mathcal{O}) \leq(1+\alpha)^{-1} \operatorname{dist}(X, \partial \Omega \backslash \mathcal{O})\right\} \tag{3.2.53}
\end{equation*}
$$

Let now $X$ be an arbitrary point in $T(\mathcal{O})$ and, for some small $\varepsilon>0$, pick $X^{*} \in \mathcal{O}$ such that

$$
\begin{equation*}
\left|X-X^{*}\right| \leq(1+\varepsilon) \operatorname{dist}(X, \mathcal{O}) \tag{3.2.54}
\end{equation*}
$$

Then there exists an index $k$ for which $X^{*} \in \Delta_{k}$ and we shall show that $\varepsilon$ and $t$ can be chosen so as to guarantee that

$$
\begin{equation*}
X \in \mathcal{C}_{t}\left(\Delta_{k}\right) \tag{3.2.55}
\end{equation*}
$$

Indeed, assume $\Delta_{k}=B_{R_{k}}\left(Q_{k}\right) \cap \partial \Omega$ for some $Q_{k} \in \partial \Omega$ and $R_{k} \in(0, \operatorname{diam} \Omega)$, and write

$$
\begin{align*}
\left|X-X^{*}\right| & \leq(1+\varepsilon) \operatorname{dist}(X, \mathcal{O}) \leq \frac{1+\varepsilon}{1+\alpha} \operatorname{dist}(X, \partial \Omega \backslash \mathcal{O}) \\
& \leq \frac{1+\varepsilon}{1+\alpha}\left(\left|X-X^{*}\right|+\operatorname{dist}\left(X^{*}, \partial \Omega \backslash \mathcal{O}\right)\right)  \tag{3.2.56}\\
& \leq \frac{1+\varepsilon}{1+\alpha}\left(\left|X-X^{*}\right|+C R_{k}\right)
\end{align*}
$$

Choosing $\varepsilon \in(0, \alpha)$, this now yields

$$
\begin{equation*}
\left|X-X^{*}\right| \leq C \frac{1+\varepsilon}{\alpha-\varepsilon} R_{k} \tag{3.2.57}
\end{equation*}
$$

so that (3.2.55) holds provided we take $t>1+C(1+\varepsilon) /(\alpha-\varepsilon)$ to begin with.
Having established (3.2.52), we can finish the proof of (3.2.50) by estimating

$$
\begin{align*}
|T(\mathcal{O})| & \leq \sum_{k}\left|\mathcal{C}_{t}\left(\Delta_{k}\right)\right| \leq C \sum_{k} R_{k}^{n+1} \leq C \sum_{k} \sigma\left(\Delta_{k}\right)^{(n+1) / n} \\
& \leq C\left[\sum_{k} \sigma\left(\Delta_{k}\right)\right]^{(n+1) / n} \leq C \sigma(\mathcal{O})^{(n+1) / n} \tag{3.2.58}
\end{align*}
$$

where the third inequality is based on the Ahlfors regularity of $\partial \Omega$. This justifies (3.2.50).
There remains to show how to use (3.2.47) in the derivation of (3.2.46). First, Chebysheff's inequality gives

$$
\begin{equation*}
\lambda^{p} \sigma(\{Q \in \partial \Omega: \mathcal{N} u(Q)>\lambda\}) \leq\|\mathcal{N} u\|_{L^{p}(\partial \Omega, d \sigma)}^{p}, \quad \forall \lambda>0 . \tag{3.2.59}
\end{equation*}
$$

Second, from (3.2.50) and (3.2.59), for each $\lambda>0$ we have

$$
\begin{align*}
& \lambda^{-1+p(n+1) / n}|\{X \in \Omega:|u(X)|>\lambda\}| \\
& \quad \leq C \lambda^{-1+p+p / n} \sigma(\{Q \in \partial \Omega: \mathcal{N} u(Q)>\lambda\})^{1+1 / n} \\
& \quad \leq C\|\mathcal{N} u\|_{L^{p}(\partial \Omega, d \sigma)}^{p / n} \lambda^{p-1} \sigma(\{Q \in \partial \Omega: \mathcal{N} u(Q)>\lambda\}) \tag{3.2.60}
\end{align*}
$$

At this stage, integrating the extreme sides of (3.2.60) over $\lambda \in(0, \infty)$ yields (3.2.46).
Remark. If $\Omega$ is a smoothly bounded domain in $\mathbb{R}^{n+1}$ and $u$ is a harmonic function with, say $\mathcal{N} u \in L^{2}(\partial \Omega, d \sigma)$, then the global Sobolev regularity of $u$ in $\Omega$ is, generally speaking, no better than $H^{1 / 2}(\Omega)$. This space further embeds into $L^{2(n+1) / n}(\Omega)$. Similar considerations apply to other values of $p \neq 2$, and, in this sense, the result above is sharp. Given its significance when $\Omega$ is bounded and $u \equiv 1$, the estimate (3.2.46) can be thought of as a weighted isoperimetric inequality, in which the functions $u, \mathcal{N} u$ play the role of weights.

Having established Proposition 3.2.7, we can now present a version of Theorem 2.3.1 which applies to domains which are not necessarily bounded.

Theorem 3.2.8 Let $\Omega \subset \mathbb{R}^{n+1}$ be an open set which is either bounded or has an unbounded boundary. Assume that $\partial \Omega$ is Ahlfors regular and satisfies (2.3.1) (thus, in particular, $\Omega$ is of locally
finite perimeter). As before, set $\sigma:=\mathcal{H}^{n}\lfloor\partial \Omega$ and denote by $\nu$ the measure theoretic outward unit normal to $\partial \Omega$. Then Green's formula (2.3.2) holds for each vector field $v \in C^{0}(\Omega)$ that satisfies
$\operatorname{div} v \in L^{1}(\Omega), \quad \mathcal{N} v \in L^{1}(\partial \Omega, d \sigma) \cap L_{l o c}^{p}(\partial \Omega, d \sigma)$ for some $p \in(1, \infty)$,
and the pointwise nontangential trace $\left.v\right|_{\partial \Omega}$ exists $\sigma$-a.e. on $\partial \Omega$.
Proof. Assume that $\partial \Omega$ is unbounded. As a first step we note that, as is apparent from a careful inspection of the proof of Theorem 2.3.1, formula (2.3.2) continues to hold for vector fields $v \in C^{0}(\Omega)$ satisfying
$\operatorname{div} v \in L^{1}(\Omega), \quad \mathcal{N} v \in L^{p}(\partial \Omega, d \sigma)$ for some $p \in(1, \infty)$,
the pointwise nontangential trace $\left.v\right|_{\partial \Omega}$ exists $\sigma$-a.e.
and $\operatorname{supp} v$ is a bounded subset of $\Omega$.
To continue, pick a function $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n+1}\right)$ satisfying $\varphi \equiv 1$ on $B(0,1), \varphi \equiv 0$ outside $B(0,2)$, and for each $R>0$ set $\varphi_{R}(X):=\varphi(X / R)$. Hence, $\varphi_{R} \equiv 1$ on $B(0, R), \varphi_{R}(X) \equiv 0$ outside $B(0,2 R),\left|\varphi_{R}(X)\right| \leq C$ and $\left|\nabla \varphi_{R}(X)\right| \leq C / R$ with $C>0$ independent of $X$ and $R$. Thanks to Proposition 3.2.7 and the fact that, by Proposition 2.3.2, $\Omega$ is weakly accessible, if $v \in C^{0}(\Omega)$ is a vector field satisfying (3.2.61) we have

$$
\begin{equation*}
\|v\|_{L^{(n+1) / n}(\Omega)}+\left\|\left.v\right|_{\partial \Omega}\right\|_{L^{1}(\partial \Omega, d \sigma)} \leq C\|\mathcal{N} v\|_{L^{1}(\partial \Omega, d \sigma)}<+\infty . \tag{3.2.63}
\end{equation*}
$$

Also, $\varphi_{R} v$ is as in (3.2.62) so for every $R>0$ we may write

$$
\begin{equation*}
\int_{\partial \Omega}\langle\nu, v\rangle \varphi_{R} d \sigma=\int_{\Omega} \operatorname{div}\left(\varphi_{R} v\right) d X=\int_{\Omega}\left(\varphi_{R} \operatorname{div} v+\left\langle\nabla \varphi_{R}, v\right\rangle\right) d X \tag{3.2.64}
\end{equation*}
$$

It is then clear from (3.2.63) and hypotheses that

$$
\begin{equation*}
\int_{\partial \Omega}\langle\nu, v\rangle \varphi_{R} d \sigma \rightarrow \int_{\partial \Omega}\langle\nu, v\rangle d \sigma \quad \text { and } \quad \int_{\Omega} \varphi_{R} \operatorname{div} v d X \rightarrow \int_{\Omega} \operatorname{div} v d X \text { as } R \rightarrow \infty . \tag{3.2.65}
\end{equation*}
$$

Set $\Omega_{R}:=\Omega \cap(B(0,2 R) \backslash B(0, R))$ so that $\operatorname{supp}\left(\nabla \varphi_{R}\right) \subseteq \Omega_{R}$ and $\left|\Omega_{R}\right| \leq C R^{n+1}$, then estimate

$$
\begin{align*}
\left|\int_{\Omega}\left\langle\nabla \varphi_{R}, v\right\rangle d X\right| & \leq \frac{C}{R} \int_{\Omega_{R}}|v(X)| d X \leq \frac{C}{R}\left(\int_{\Omega_{R}}|v(X)|^{(n+1) / n} d X\right)^{\frac{n}{n+1}} \cdot R^{(n+1)\left(1-\frac{n}{n+1}\right)} \\
& =C\left(\int_{\Omega_{R}}|v(X)|^{(n+1) / n} d X\right)^{\frac{n}{n+1}} \longrightarrow 0, \quad \text { as } R \rightarrow \infty \tag{3.2.66}
\end{align*}
$$

by (3.2.63). Hence, passing to limit $R \rightarrow \infty$ in (3.2.64) yields (2.3.2).
For scalar-valued functions, the following version of Theorem 3.2.8 holds.

Corollary 3.2.9 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is an open set which is either bounded or has an unbounded boundary. In addition, suppose that $\partial \Omega$ is Ahlfors regular and satisfies (2.3.1) Set $\sigma:=$ $\mathcal{H}^{n}\left\lfloor\partial \Omega\right.$ and denote by $\nu=\left(\nu_{1}, \ldots, \nu_{n+1}\right)$ the measure theoretic outward unit normal to $\partial \Omega$. Then

$$
\begin{equation*}
\int_{\Omega}\left(\partial_{j} u\right)(X) v(X) d X=-\int_{\Omega}\left(\partial_{j} v\right)(X) u(X) d X+\int_{\partial \Omega} \nu_{j} u v d \sigma \tag{3.2.67}
\end{equation*}
$$

for each $j \in\{1, \ldots, n+1\}$ and each scalar-valued functions $u, v \in C^{0}(\Omega)$ with $\partial_{j} u, \partial_{j} v \in L_{l o c}^{1}(\Omega)$ and which also satisfy

$$
\begin{equation*}
u \partial_{j} v, v \partial_{j} u \in L^{1}(\Omega), \quad \mathcal{N}(u v) \in L^{1}(\partial \Omega, d \sigma) \quad \text { and }\left.(u v)\right|_{\partial \Omega} \text { exists } \sigma \text {-a.e. on } \partial \Omega . \tag{3.2.68}
\end{equation*}
$$

Proof. Granted the current hypotheses, it can be checked that in the sense of distributions

$$
\begin{equation*}
\partial_{j}(u v)=\left(\partial_{j} u\right) v+\left(\partial_{j} v\right) u \quad \text { in } \Omega . \tag{3.2.69}
\end{equation*}
$$

See the discussion on p. 210 in [2]. Then (3.2.67) follows as soon as we prove that

$$
\begin{equation*}
\int_{\Omega}\left(\partial_{j} w\right)(X) d X=\int_{\partial \Omega} \nu_{j} w d \sigma \tag{3.2.70}
\end{equation*}
$$

for each $j \in\{1, \ldots, n+1\}$ and each scalar-valued function $w \in C^{0}(\Omega)$ which satisfies

$$
\begin{equation*}
\partial_{j} w \in L^{1}(\Omega), \quad \mathcal{N} w \in L^{1}(\partial \Omega, d \sigma) \text { and }\left.w\right|_{\partial \Omega} \text { exists } \sigma \text {-a.e. on } \partial \Omega \text {. } \tag{3.2.71}
\end{equation*}
$$

Indeed, it suffices to take $w:=u v$ and invoke (3.2.69)-(3.2.70). To justify (3.2.70), pick a function $\varphi \in C_{0}^{\infty}((-2,2))$ with $\varphi \equiv 1$ on $(-1,1)$, and set $\psi(t):=\int_{0}^{t} \varphi(s) d s, t \in \mathbb{R}$. Finally, define $\psi_{R}(t):=R \psi(t / R), R>0$, and consider $v_{R}(X):=\psi_{R}(v(X)), X \in \Omega$. Then $v_{R} \in C^{0}(\Omega) \cap L^{\infty}(\Omega)$ and, in the sense of distributions,

$$
\begin{equation*}
\partial_{j} v_{R}=\left(\psi_{R}^{\prime} \circ v\right)\left(\partial_{j} v\right) \in L^{1}(\Omega) . \tag{3.2.72}
\end{equation*}
$$

Then (3.2.71) follows by writing the version of Green's formula established in Theorem 3.2.8 for the vector field $v_{R} e_{j}$ and then letting $R \rightarrow \infty$.

### 3.3 Boundary behavior of Newtonian layer potentials

We need to complement the estimates of $\S 3.2$ with results on the limiting behavior of $\mathcal{T} f(X)$ as $X \rightarrow Z \in \partial \Omega$. In this section we accomplish this for the double layer Newtonian potential and variants, before tackling more general cases in the following section.

Recall the (harmonic) double layer potential operator associated with $\Omega$

$$
\begin{equation*}
\mathcal{D} f(X):=\frac{1}{\omega_{n}} \int_{\partial \Omega} \frac{\langle\nu(Y), Y-X\rangle}{|X-Y|^{n+1}} f(Y) d \sigma(Y), \quad X \in \Omega, \tag{3.3.1}
\end{equation*}
$$

where $\omega_{n}$ is the surface area of the unit sphere in $\mathbb{R}^{n+1}$, as well as its principal-value version

$$
\begin{align*}
K f(X) & :=\lim _{\varepsilon \rightarrow 0^{+}} K_{\varepsilon} f(X), X \in \partial \Omega \quad \text { where }  \tag{3.3.2}\\
K_{\varepsilon} f(X) & :=\frac{1}{\omega_{n}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}} \frac{\langle\nu(Y), Y-X\rangle}{|X-Y|^{n+1}} f(Y) d \sigma(Y), \quad X \in \partial \Omega . \tag{3.3.3}
\end{align*}
$$

Here, $\nu(Y)$ denotes the outward normal to $\partial \Omega$ at $Y$. In analogy with (3.2.3), we also set

$$
\begin{equation*}
K_{*} f(X):=\sup _{\varepsilon>0}\left|K_{\varepsilon} f(X)\right|, \quad X \in \partial \Omega . \tag{3.3.4}
\end{equation*}
$$

Then Propositions 3.2.1-3.2.3 show that if $\alpha>0, p \in(1, \infty)$, and if $\Omega$ is a UR domain, then there exist $C_{1}=C_{1}(p, \Omega)$ and $C_{2}=C_{2}(p, \alpha, \Omega)$ such that

$$
\begin{equation*}
\left\|K_{*} f\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C_{1}\|f\|_{L^{p}(\partial \Omega, d \sigma)} \tag{3.3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\mathcal{N}(\mathcal{D} f)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C_{2}\|f\|_{L^{p}(\partial \Omega, d \sigma)} \tag{3.3.6}
\end{equation*}
$$

for every function $f \in L^{p}(\partial \Omega, d \sigma)$. Corresponding to $p=1$ we also have

$$
\begin{align*}
& \left\|K_{*} f\right\|_{L^{1, \infty}(\partial \Omega, d \sigma)} \leq C\|f\|_{L^{1}(\partial \Omega, d \sigma)}  \tag{3.3.7}\\
& \|\mathcal{N}(\mathcal{D} f)\|_{L^{1, \infty}(\partial \Omega, d \sigma)} \leq C\|f\|_{L^{1}(\partial \Omega, d \sigma)} \tag{3.3.8}
\end{align*}
$$

Our next goal is to revisit the issue of a.e. pointwise existence of (3.3.2) and to prove a jumpformula for the double layer potential (3.3.1) operator of the form

$$
\begin{equation*}
\left.\mathcal{D} f\right|_{\partial \Omega}=\left(\frac{1}{2} I+K\right) f, \quad \forall f \in L^{p}(\partial \Omega, d \sigma), \tag{3.3.9}
\end{equation*}
$$

for each $p \in[1, \infty)$, where $I$ is the identity operator and the boundary trace is taken in the sense of (2.3.4). Note that, in order for this to be pointwise $\sigma$-a.e. meaningful, it is required that $\Omega$ is weakly accessible (cf. (2.3.5)). Of course, any domain satisfying a corkscrew condition is weakly accessible. As an immediate consequence of Proposition 2.3.2 and Definition 3.1.7 we also obtain the following useful result.

Proposition 3.3.1 Every $U R$ domain $\Omega \subset \mathbb{R}^{n+1}$ is weakly accessible.
We start our boundary analysis by establishing the following.
Proposition 3.3.2 Let $\Omega$ be a UR domain. Then for each $f \in L^{p}(\partial \Omega, d \sigma), p \in[1, \infty)$, the limit in (3.3.2) exists at almost every point $X \in \partial \Omega$, and the operators

$$
\begin{align*}
& K: L^{p}(\partial \Omega, d \sigma) \longrightarrow L^{p}(\partial \Omega, d \sigma), \quad 1<p<\infty  \tag{3.3.10}\\
& K: L^{1}(\partial \Omega, d \sigma) \longrightarrow L^{1, \infty}(\partial \Omega, d \sigma) \tag{3.3.11}
\end{align*}
$$

are well-defined and bounded. Furthermore, the double layer potential (3.3.1) has the property that

$$
\begin{equation*}
\lim _{\substack{Z \rightarrow X \\ Z \in \Gamma(X)}} \mathcal{D} f(Z)=\left(\frac{1}{2} I+K\right) f(X) \quad \text { for } \sigma \text {-a.e. } X \in \partial \Omega \tag{3.3.12}
\end{equation*}
$$

for every $f \in L^{p}(\partial \Omega, d \sigma), 1 \leq p<\infty$.
Proof. Given that, thanks to (3.3.6) and (3.3.7), the maximal operator associated with the type of limit considered in (3.3.2) is bounded on $L^{p}(\partial \Omega, d \sigma)$ if $1<p<\infty$ and from $L^{1}(\partial \Omega, d \sigma)$ into $L^{1, \infty}(\partial \Omega, d \sigma)$, a familiar argument shows that it is sufficient to prove to prove the a.e. existence of the limit in (3.3.2) for $f$ in a dense subspace of $L^{p}(\partial \Omega, d \sigma)$, say $f \in \operatorname{Lip}_{o}(\partial \Omega)$ (here, Lemma 2.4.9 is used). In this scenario, matters can be further reduced to proving that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\omega_{n}} \int_{\substack{\varepsilon<|X-Y|<R \\ Y \in \partial \Omega}} \frac{\langle\nu(Y), Y-X\rangle}{|X-Y|^{n+1}} f(Y) d \sigma(Y) \tag{3.3.13}
\end{equation*}
$$

exists at almost every $X \in \partial \Omega$. Replace $f(Y)$ by $[f(Y)-f(X)]+f(X)$. Note that, by Lebesgue's Dominated Convergence Theorem,

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} \frac{1}{\omega_{n}} \int_{\substack{\varepsilon<|X-Y|<R \\
Y \in \partial \Omega}} & \frac{\langle\nu(Y), Y-X\rangle}{|X-Y|^{n+1}}[f(Y)-f(X)] d \sigma(Y) \\
& =\frac{1}{\omega_{n}} \int_{Y \in \partial \Omega,|X-Y|<R} \frac{\langle\nu(Y), Y-X\rangle}{|X-Y|^{n+1}}[f(Y)-f(X)] d \sigma(Y), \tag{3.3.14}
\end{align*}
$$

since $\int_{Y \in \partial \Omega,|X-Y|<R}|X-Y|^{1-n} d \sigma(Y)<+\infty$ as can be seen by decomposing the domain of integration in dyadic annuli and using the Ahlfors regularity condition on $\partial \Omega$. Hence, it suffices to show that this limit (3.3.13) exists with $f(Y)$ replaced by $f(X)$ or, equivalently, with $f(Y)$ replaced by 1 .

To proceed, we can use the harmonicity of the kernel and integrate by parts, based on the Green formula discussed at the end of $\S 2.2$, thus obtaining, for almost all $\varepsilon$ and $R$,

$$
\begin{align*}
& \int_{\substack{\varepsilon<|X-Y|<R \\
Y \in \partial \Omega}} \frac{\langle\nu(Y), Y-X\rangle}{|X-Y|^{n+1}} d \sigma(Y) \\
= & \int_{\substack{|X-Y|=R \\
Y \in \mathbb{R}^{n+1} \backslash \Omega}} \frac{\langle\nu(Y), Y-X\rangle}{|X-Y|^{n+1}} d \sigma(Y)+\int_{\substack{|X-Y|=\varepsilon \\
Y \in \mathbb{R}^{n+1} \backslash \Omega}} \frac{\langle\nu(Y), Y-X\rangle}{|X-Y|^{n+1}} d \sigma(Y)  \tag{3.3.15}\\
= & -\left[\text { surface measure of } \partial B(X, \varepsilon) \cap \Omega^{c}\right] \cdot R^{-n}+\left[\text { surface measure of } \partial B(X, \varepsilon) \cap \Omega^{c}\right] \cdot \varepsilon^{-n} .
\end{align*}
$$

Thus, if we assume that $X \in \partial^{*} \Omega \subset \partial_{T} \Omega$, it follows from Proposition 3.1.3 that the limit as $\varepsilon \rightarrow 0^{+}$of the last term above is $\omega_{n} / 2$, hence the limit in (3.3.13) exists at each such point $X$, at least as $\varepsilon \rightarrow 0$ on a set of density 1 at 0 . However, elementary estimates apply to the integral (3.3.13) over a shell $\varepsilon_{1}<|X-Y|<\varepsilon_{2}$ with $\varepsilon_{2}-\varepsilon_{1} \ll \varepsilon_{1}$, giving convergence as asserted. This
proves a.e. convergence in (3.3.2). At this point, Proposition 3.2.1 and Proposition 3.2.2 also give (3.3.10)-(3.3.11).

Turning our attention to jump-formulas, we first note that Proposition 3.3.1 ensures that it is meaningful to consider the limit in (3.3.12). Also, by (3.3.6) and (3.3.8), the non-tangential maximal operator associated with the type of limit implicit in (3.3.12) is bounded (on $L^{p}(\partial \Omega, d \sigma)$ if $1<p<\infty$, and from $L^{1}(\partial \Omega, d \sigma)$ into $\left.L^{1, \infty}(\partial \Omega, d \sigma)\right)$. Since by (3.3.10)-(3.3.11) the operator in the right-hand side of (3.3.12) is also bounded in the same context, much as before, it is sufficient to prove (3.3.12) for $f \in \operatorname{Lip}_{o}(\partial \Omega)$. Assume that this is the case and write

$$
\begin{align*}
\lim _{\substack{Z \in \Gamma(X) \\
Z \rightarrow X}} \mathcal{D} f(Z)= & \lim _{\varepsilon \rightarrow 0^{+}} \lim _{\substack{Z \in \Gamma(X) \\
Z \rightarrow X}} \frac{1}{\omega_{n}} \int_{\substack{|X-Y|>\varepsilon \\
Y \in \partial \Omega}} \frac{\langle\nu(Y), Y-Z\rangle}{|Z-Y|^{n+1}} f(Y) d \sigma(Y) \\
& +\lim _{\varepsilon \rightarrow 0^{+}} \lim _{\substack{Z \in \Gamma(X) \\
Z \rightarrow X}} \frac{1}{\omega_{n}} \int_{\substack{|X-Y|<\varepsilon \\
Y \in \partial \Omega}} \frac{\langle\nu(Y), Y-Z\rangle}{|Z-Y|^{n+1}}[f(Y)-f(X)] d \sigma(Y) \\
& +f(X)\left(\lim _{\varepsilon \rightarrow 0^{+}} \lim _{\substack{Z \in \Gamma(X) \\
Z \rightarrow X}} \frac{1}{\omega_{n}} \int_{\substack{|X-Y|<\varepsilon \\
Y \in \partial \Omega}} \frac{\langle\nu(Y), Y-Z\rangle}{|Z-Y|^{n+1}} d \sigma(Y)\right) \\
=: & I_{1}+I_{2}+I_{3} . \tag{3.3.16}
\end{align*}
$$

For each fixed $\varepsilon>0$, Lebesgue's Dominated Convergence Theorem applies to the limit as $\Gamma(X) \ni$ $Z \rightarrow X$ in $I_{1}$ and yields

$$
\begin{equation*}
I_{1}=\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\omega_{n}} \int_{\substack{|X-Y|>\varepsilon \\ Y \in \partial \Omega}} \frac{\langle\nu(Y), Y-X\rangle}{|X-Y|^{n+1}} f(Y) d \sigma(Y)=K f(X) . \tag{3.3.17}
\end{equation*}
$$

To handle $I_{2}$, we first observe that for every $X, Y \in \partial \Omega$ and $Z \in \Gamma(X)$,

$$
\begin{align*}
|X-Y| & \leq|Z-Y|+|Z-X| \leq|Z-Y|+(1+\alpha) \operatorname{dist}(Z, \partial \Omega) \\
& \leq|Z-Y|+(1+\alpha)|Z-Y|=(2+\alpha)|Z-Y| \tag{3.3.18}
\end{align*}
$$

Hence, since $f$ is Lipschitz,

$$
\begin{equation*}
\left|\frac{\langle\nu(Y), Y-Z\rangle}{|Z-Y|^{n+1}}\right||f(Y)-f(X)| \leq C(\alpha, f) \frac{1}{|X-Y|^{n-1}} . \tag{3.3.19}
\end{equation*}
$$

so that, once again using Lebesgue's Dominated Convergence Theorem, we obtain that

$$
\begin{equation*}
I_{2}=0 . \tag{3.3.20}
\end{equation*}
$$

As for $I_{3}$ in (3.3.16), for each fixed $\varepsilon>0$ and $Z \in \Gamma(X)$, we use the harmonicity of $|Z-|^{-n+1}$ in $\mathbb{R}^{n+1} \backslash\{Z\}$ in order to change the contour of integration as follows:

$$
\begin{equation*}
\frac{1}{\omega_{n}} \int_{\substack{|x-Y|<\varepsilon \\ Y \in \partial \Omega}} \frac{\langle\nu(Y), Y-Z\rangle}{|Z-Y|^{n+1}} d \sigma(Y)=\frac{1}{\omega_{n}} \int_{\substack{|X-Y|=\varepsilon \\ Y \in \Omega^{c}}} \frac{\langle\nu(Y), Y-Z\rangle}{|Z-Y|^{n+1}} d \sigma(Y), \tag{3.3.21}
\end{equation*}
$$

for a.e $\varepsilon>0$. This step relies on Green's formula from 2.2. Consequently,

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0^{+}} \lim _{\substack{Z \in \Gamma(X) \\
Z \rightarrow X}} \frac{1}{\omega_{n}} \int_{\substack{|X-Y|<\varepsilon \\
Y \in \partial \Omega}} & \frac{\langle\nu(Y), Y-Z\rangle}{|Z-Y|^{n+1}} d \sigma(Y) \\
& =\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\omega_{n}} \int_{\substack{|X-Y|=\varepsilon \\
Y \in \mathbb{R}^{n+1} \backslash \Omega}} \frac{\langle\nu(Y), Y-X\rangle}{|X-Y|^{n+1}} d \sigma(Y) \\
& =\frac{1}{2}, \tag{3.3.22}
\end{align*}
$$

by reasoning as in (3.3.15). Thus, the limit in the left-hand side of (3.3.16) exists and matches $\left(\frac{1}{2} I+K\right) f(X)$. This finishes the proof of the proposition.

For $1 \leq i, k \leq n+1$, consider now the operators

$$
\begin{equation*}
\mathcal{R}_{j k} f(X):=\int_{\partial \Omega}\left[\nu_{j}(Y)\left(\partial_{k} E\right)(X-Y)-\nu_{k}(Y)\left(\partial_{j} E\right)(X-Y)\right] f(Y) d \sigma(Y), \quad X \in \Omega, \tag{3.3.23}
\end{equation*}
$$

where

$$
E(X):=\left\{\begin{array}{l}
\frac{1}{\omega_{n}(1-n)} \frac{1}{|X|^{n-1}}, \quad \text { if } n \geq 2,  \tag{3.3.24}\\
\frac{1}{2 \pi} \log |X|, \text { if } n=1,
\end{array} \quad X \in \mathbb{R}^{n+1} \backslash\{0\}\right.
$$

is the fundamental solution for the Laplacian in $\mathbb{R}^{n+1}$. Also, for $X \in \partial \Omega$, set

$$
\begin{align*}
R_{j k} f(X) & :=\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}}\left[\nu_{j}(Y)\left(\partial_{k} E\right)(X-Y)-\nu_{k}(Y)\left(\partial_{j} E\right)(X-Y)\right] f(Y) d \sigma(Y),  \tag{3.3.25}\\
\left(R_{j k}\right)_{*} f(X) & :=\sup _{\varepsilon>0}\left|\int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}}\left[\nu_{j}(Y)\left(\partial_{k} E\right)(X-Y)-\nu_{k}(Y)\left(\partial_{j} E\right)(X-Y)\right] f(Y) d \sigma(Y)\right| \cdot( \tag{3.3.26}
\end{align*}
$$

Then, thanks to Proposition 3.2.1, under the assumptions of Proposition 3.3.2 we have

$$
\begin{align*}
& \left\|\mathcal{N}\left(\mathcal{R}_{j k} f\right)\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|f\|_{L^{p}(\partial \Omega, d \sigma)}, \quad 1<p<\infty  \tag{3.3.27}\\
& \left\|\mathcal{N}\left(\mathcal{R}_{j k} f\right)\right\|_{L^{1, \infty}(\partial \Omega, d \sigma)} \leq C\|f\|_{L^{1}(\partial \Omega, d \sigma)} \tag{3.3.28}
\end{align*}
$$

and

$$
\begin{align*}
& \left\|\left(R_{j k}\right)_{*} f\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|f\|_{L^{p}(\partial \Omega, d \sigma)}, \quad 1<p<\infty  \tag{3.3.29}\\
& \left\|\left(R_{j k}\right)_{*} f\right\|_{L^{1, \infty}(\partial \Omega, d \sigma)} \leq C\|f\|_{L^{1}(\partial \Omega, d \sigma)} \tag{3.3.30}
\end{align*}
$$

We wish to complement these estimates with the following result.
Proposition 3.3.3 Let $\Omega$ be a UR domain. Then for each $p \in[1, \infty)$ and $f \in L^{p}(\partial \Omega, d \sigma)$, the limit in (3.3.25) exists at almost every $X \in \partial \Omega$ and

$$
\begin{equation*}
\left.\mathcal{R}_{j k} f\right|_{\partial \Omega}=R_{j k} f . \tag{3.3.31}
\end{equation*}
$$

Proof. Essentially, the same argument as in the proof of Proposition 3.3.2 applies. This time, we only need to observe that for any reasonable domain $D \subset \mathbb{R}^{n+1}$ which does not contain the point $X$,

$$
\begin{align*}
& \int_{\partial D}\left[\nu_{j}(Y)\left(\partial_{k} E\right)(X-Y)-\nu_{k}(Y)\left(\partial_{j} E\right)(X-Y)\right] d \sigma(Y) \\
&=\int_{D}\left[\left(\partial_{j} \partial_{k} E\right)(X-Y)-\left(\partial_{k} \partial_{j} E\right)(X-Y)\right] d Y=0 \tag{3.3.32}
\end{align*}
$$

and

$$
\begin{equation*}
\left(\nu_{j}(Y) \partial_{y_{k}}-\nu_{k}(Y) \partial_{y_{j}}\right) E(X-Y)=0 \quad \text { for } \quad Y \in \partial B(X, \varepsilon) \tag{3.3.33}
\end{equation*}
$$

since $\nu_{j} \partial_{k}-\nu_{k} \partial_{j}$ is a tangential derivative and $E(X-\cdot)$ is constant on $\partial B(X, \varepsilon)$.
In order to proceed, introduce the (harmonic) single layer potential operator

$$
\begin{equation*}
\mathcal{S} f(X):=\int_{\partial \Omega} E(X-Y) f(Y) d \sigma(Y), \quad X \in \Omega \tag{3.3.34}
\end{equation*}
$$

and denote by $K^{*}$ the adjoint of the principal value double layer operator introduced in (3.3.2)(3.3.3). Also, for further reference, let us also introduce here the boundary version of (3.3.34), i.e.,

$$
\begin{equation*}
S f(X):=\int_{\partial \Omega} E(X-Y) f(Y) d \sigma(Y), \quad X \in \partial \Omega \tag{3.3.35}
\end{equation*}
$$

As a direct consequence of Proposition 3.2.1-Proposition 3.2.2, we have the estimates

$$
\begin{align*}
& \|\mathcal{N}(\nabla \mathcal{S} f)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|f\|_{L^{p}(\partial \Omega, d \sigma)}, \quad 1<p<\infty  \tag{3.3.36}\\
& \|\mathcal{N}(\nabla \mathcal{S} f)\|_{L^{1, \infty}(\partial \Omega, d \sigma)} \leq C\|f\|_{L^{1}(\partial \Omega, d \sigma)} \tag{3.3.37}
\end{align*}
$$

for some $C>0$ depending only on $p, \alpha$ (entering the definition of $\mathcal{N}$ ) as well as the Ahlfors regularity and UR constants of $\partial \Omega$.

Proposition 3.3.4 Let $\Omega$ be a UR domain. Then for every $f \in L^{p}(\partial \Omega, d \sigma), 1 \leq p<\infty$, and each $j \in\{1, \ldots, n+1\}$, the limit

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{|X-Y|>\varepsilon \\ Y \in \partial \Omega}}\left(\partial_{j} E\right)(X-Y) f(Y) d \sigma(Y), \tag{3.3.38}
\end{equation*}
$$

exists at almost every $X \in \partial \Omega$. Furthermore,

$$
\begin{equation*}
\lim _{\substack{Z \rightarrow X \\ Z \in \Gamma(X)}} \partial_{j} \mathcal{S} f(Z)=-\frac{1}{2} \nu_{j}(X) f(X)+\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{|X-Y|>\varepsilon \\ Y \in \partial \Omega}}\left(\partial_{j} E\right)(X-Y) f(Y) d \sigma(Y), \tag{3.3.39}
\end{equation*}
$$

at almost every $X \in \partial \Omega$.
Parenthetically, let us note that (3.3.39) implies

$$
\begin{equation*}
\partial_{\nu} \mathcal{S} f(X):=\left\langle\nu(X), \lim _{\substack{Z \rightarrow X \\ Z \in \Gamma(X)}} \nabla \mathcal{S} f(Z)\right\rangle=\left(-\frac{1}{2} I+K^{*}\right) f(X), \tag{3.3.40}
\end{equation*}
$$

at almost every $X \in \partial \Omega$.
Proof of Proposition 3.3.4. With $\partial_{\nu}:=\langle\nu, \nabla\rangle$ denoting the normal derivative, the idea is to write

$$
\begin{align*}
\left(\partial_{j} E\right)(X-Y)= & -\nu_{j}(Y) \partial_{\nu(Y)}[E(X-Y)] \\
& +\nu_{k}(Y)\left[\nu_{k}(Y)\left(\partial_{j} E\right)(X-Y)-\nu_{j}(Y)\left(\partial_{k} E\right)(X-Y)\right] \tag{3.3.41}
\end{align*}
$$

so Proposition 3.3.3 and Proposition 3.3.2 can be used (with $f$ replaced by $-\nu_{j} f$ and $\nu_{k} f$, respectively) in order to ensure that (3.3.38) exists a.e. on $\partial \Omega$. Since the decomposition (3.3.41) also entails

$$
\begin{equation*}
\partial_{j} \mathcal{S} f=-\mathcal{D}\left(\nu_{j} f\right)+\mathcal{R}_{j k}\left(\nu_{k} f\right), \tag{3.3.42}
\end{equation*}
$$

we can once again invoke Proposition 3.3.3 and Proposition 3.3.2 in order to justify (3.3.39).

### 3.4 General odd, homogeneous layer potentials

Our goal in this subsection is to extend Proposition 3.3.4 to the setting of operators $\mathcal{T}$ treated in Proposition 3.2.1. One tool used in this extension is Clifford analysis, which we will review.

To begin, the Clifford algebra with $n+1$ imaginary units is the minimal enlargement of $\mathbb{R}^{n+1}$ to a unitary real algebra $\left(\mathcal{C l}_{n+1},+, \odot\right)$, which is not generated (as an algebra) by any proper subspace of $\mathbb{R}^{n+1}$ and such that

$$
\begin{equation*}
X \odot X=-|X|^{2} \quad \text { for any } X \in \mathbb{R}^{n+1} . \tag{3.4.1}
\end{equation*}
$$

This identity readily implies that, if $\left\{e_{j}\right\}_{j=1}^{n+1}$ is the standard orthonormal basis in $\mathbb{R}^{n+1}$, then

$$
\begin{equation*}
e_{j} \odot e_{j}=-1 \quad \text { and } \quad e_{j} \odot e_{k}=-e_{k} \odot e_{j} \quad \text { for any } 1 \leq j \neq k \leq n+1 \tag{3.4.2}
\end{equation*}
$$

In particular, we identify the canonical basis $\left\{e_{j}\right\}_{j}$ from $\mathbb{R}^{n+1}$ with the $n+1$ imaginary units generating $\mathcal{C}_{n+1}$, so that we have the embedding

$$
\begin{equation*}
\mathbb{R}^{n+1} \hookrightarrow \mathcal{C l}_{n+1}, \quad \mathbb{R}^{n+1} \ni X=\left(x_{1}, \ldots, x_{n+1}\right) \equiv \sum_{j=1}^{n+1} x_{j} e_{j} \in \mathcal{C}_{n+1} \tag{3.4.3}
\end{equation*}
$$

Also, any element $u \in \mathcal{C} \ell_{n+1}$ can be uniquely represented in the form

$$
\begin{equation*}
u=\sum_{l=0}^{n+1} \sum_{|I|=l}^{\prime} u_{I} e_{I}, \quad u_{I} \in \mathbb{R} . \tag{3.4.4}
\end{equation*}
$$

Here $e_{I}$ stands for the product $e_{i_{1}} \odot e_{i_{2}} \odot \cdots \odot e_{i_{l}}$ if $I=\left(i_{1}, i_{2}, \ldots, i_{l}\right)$ and $e_{0}:=e_{\emptyset}:=1$ is the multiplicative unit. Also, $\sum^{\prime}$ indicates that the sum is performed only over strictly increasing multi-indices, i.e. $I=\left(i_{1}, i_{2}, \ldots, i_{l}\right)$ with $1 \leq i_{1}<i_{2}<\cdots<i_{l} \leq n+1$. We endow $\mathcal{C l}_{n+1}$ with the natural Euclidean metric $|u|:=\left[\sum_{I}\left|u_{I}\right|^{2}\right]^{1 / 2}$, if $u=\sum_{I} u_{I} e_{I} \in \mathcal{C} \ell_{n+1}$. Next, recall the Dirac operator

$$
\begin{equation*}
D:=\sum_{j=1}^{n+1} e_{j} \partial_{j} \tag{3.4.5}
\end{equation*}
$$

In the sequel, we shall use $D_{L}$ and $D_{R}$ to denote the action of $D$ on a $C^{1}$ function $u: \Omega \rightarrow \mathcal{C} l_{n+1}$ (where $\Omega$ is an open subset of $\mathbb{R}^{n+1}$ ) from the left and from the right, respectively. For a sufficiently nice domain $\Omega$ with outward unit normal $\nu=\left(\nu_{1}, \ldots, \nu_{n+1}\right)$ (identified with the $\mathcal{C l}_{n+1}$-valued function $\left.\nu=\sum_{j=1}^{n+1} \nu_{j} e_{j}\right)$ and surface measure $\sigma$, and for any two reasonable $\mathcal{C l}_{n+1}$-valued functions $u, v$ in $\Omega$, the following integration by parts formula holds:

$$
\begin{equation*}
\int_{\partial \Omega} u(X) \odot \nu(X) \odot v(X) d \sigma(X)=\int_{\Omega}\left[\left(D_{R} u\right)(X) \odot v(X)+u(X) \odot\left(D_{L} v\right)(X)\right] d X \tag{3.4.6}
\end{equation*}
$$

More detailed accounts of these and related matters can be found in [7] and [88]. Another simple but useful observation in this context is that, for any $1 \leq p \leq \infty$,

$$
\begin{equation*}
\nu \odot: L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C} \ell_{n+1} \longrightarrow L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1} \quad \text { is an isomorphism. } \tag{3.4.7}
\end{equation*}
$$

Indeed, by (3.4.1), its inverse is $-\nu \odot$.
Let $[\cdot]_{j}$ denote the projection onto the $j$-th Euclidean coordinate, i.e., $[X]_{j}:=x_{j}$ if $X=$ $\left(x_{1}, \ldots, x_{n+1}\right) \in \mathbb{R}^{n+1}$. The following lemma of S. Semmes (cf. [100]) will play an important role for us.

Lemma 3.4.1 For any odd, harmonic, homogeneous polynomial $P(X), X \in \mathbb{R}^{n+1}$, of degree $l \geq 3$, there exist a family $P_{i j}(X), 1 \leq i, j \leq n+1$, of harmonic, homogeneous polynomials of degree $l-2$, as well as family of odd, $C^{\infty}$ functions $k_{i j}: \mathbb{R}^{n+1} \backslash\{0\} \rightarrow \mathbb{R}^{n+1} \hookrightarrow \mathcal{C} l_{n+1}, 1 \leq i, j \leq n+1$, which are homogeneous of degree $-n$, satisfying the following properties:

$$
\begin{align*}
& \forall X \in \mathbb{R}^{n+1} \backslash\{0\} \Longrightarrow \frac{P(X)}{|X|^{n+l}}=C_{n, l} \sum_{i, j=1}^{n+1}\left[k_{i j}(X)\right]_{j} \quad \text { and }  \tag{3.4.8}\\
& \left(D_{R} k_{i j}\right)(X)=\frac{\partial}{\partial x_{i}}\left(\frac{P_{i j}(X)}{|X|^{n+l-2}}\right), \quad 1 \leq i, j \leq n+1, \tag{3.4.9}
\end{align*}
$$

for some constant $C_{n, l}$ depending only on $n$ and $l$.
As a consequence of (3.4.9) and (3.4.6), if we set

$$
\begin{equation*}
k^{i j}(X):=P_{i j}(X) /|X|^{n+l-2} \quad \text { for } \quad X \in \mathbb{R}^{n+1} \backslash\{0\}, \quad 1 \leq i, j \leq n+1 \tag{3.4.10}
\end{equation*}
$$

then for any finite perimeter domain $\Omega \subset \mathbb{R}^{n+1}$ such that $\mathcal{H}^{n}\left(\partial \Omega \backslash \partial_{*} \Omega\right)=0$, with surface measure $\sigma$, outward unit normal $\nu=\left(\nu_{k}\right)_{1 \leq k \leq n+1}$, and such that $0 \notin \bar{\Omega}$, we have

$$
\begin{equation*}
\int_{\partial \Omega} k_{i j}(X) \odot \nu(X) d \sigma(X)=\int_{\partial \Omega} k^{i j}(X) \nu_{i}(X) d \sigma(X), \quad 1 \leq i, j \leq n+1 \tag{3.4.11}
\end{equation*}
$$

To state one of our main results in this section, we let "hat" denote the Fourier transform in $\mathbb{R}^{n+1}$.

Theorem 3.4.2 Let $\Omega$ be a UR domain, and let $P(X)$ be an odd, harmonic, homogeneous polynomial of degree $l \geq 1$ in $\mathbb{R}^{n+1}$. Also, set $k(X):=P(X) /|X|^{n+l}$ for $X \in \mathbb{R}^{n+1} \backslash\{0\}$ and recall the operators $\mathcal{T}$ and $T_{\varepsilon}$ associated with this kernel as in (3.2.2), (3.3.2).

Then, for each $p \in[1, \infty), f \in L^{p}(\partial \Omega, d \sigma)$, the limit

$$
\begin{equation*}
T f(X):=\lim _{\varepsilon \rightarrow 0^{+}} T_{\varepsilon} f(X) \tag{3.4.12}
\end{equation*}
$$

exists for a.e. $X \in \partial \Omega$. Also, the induced operators

$$
\begin{align*}
& T: L^{p}(\partial \Omega, d \sigma) \longrightarrow L^{p}(\partial \Omega, d \sigma), \quad p \in(1, \infty)  \tag{3.4.13}\\
& T: L^{1}(\partial \Omega, d \sigma) \longrightarrow L^{1, \infty}(\partial \Omega, d \sigma) \tag{3.4.14}
\end{align*}
$$

are bounded. Finally, the jump-formula

$$
\begin{equation*}
\lim _{\substack{Z \rightarrow X \\ Z \in \Gamma(X)}} \mathcal{T} f(Z)=\frac{1}{2 \sqrt{-1}} \hat{k}(\nu(X)) f(X)+T f(X) \tag{3.4.15}
\end{equation*}
$$

is valid at a.e. $X \in \partial \Omega$, whenever $f \in L^{p}(\partial \Omega, d \sigma), 1 \leq p<\infty$.
Proof. We shall first prove (3.4.12) by induction on $l$. When $l=1$, the existence of the limit in (3.4.12) is a consequence of Proposition 3.3.4, so we assume $l \geq 3$ and that this limit exists a.e. on $\partial \Omega$ for any kernel associated with a polynomial of degree $l-2$ as in the statement of the theorem.

Now, granted the identity (3.4.8), it suffices to treat the case when the operator (3.3.2) is associated with a kernel $k_{i j}$ of the type specified in Lemma 3.4.1. Given that, in this scenario, (3.2.5) holds, there is no loss of generality in assuming that $f \in \nu \odot\left[\operatorname{Lip}_{o}(\partial \Omega) \otimes \mathcal{C} \ell_{n+1}\right]$ (here (3.4.7) is used). Assuming that this is the case, it is then easy to show that the limit (3.4.12) exists if and only if

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\ \varepsilon<|X-Y|<1}} k_{i j}(X-Y) \odot \nu(Y) d \sigma(Y) \tag{3.4.16}
\end{equation*}
$$

exists for a.e. $X \in \partial \Omega$. To this end, assume that $X \in \partial^{*} \Omega \subset \partial_{T} \Omega$, and for each $\varepsilon \in(0,1)$ set

$$
\begin{equation*}
D_{\varepsilon}(X):=[B(X, 1) \backslash B(X, \varepsilon)] \cap \Omega^{c} \tag{3.4.17}
\end{equation*}
$$

We may then compute

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
\varepsilon<|X-Y|<1}} k_{i j}(X-Y) \odot \nu(Y) d \sigma(Y) \\
&=\lim _{\varepsilon \rightarrow 0^{+}} \int_{\partial D_{\varepsilon}(X)} k_{i j}(X-Y) \odot \nu(Y) d \sigma(Y) \\
&-\lim _{\varepsilon \rightarrow 0^{+}} \int_{\partial B(X, \varepsilon) \cap \Omega^{c}} k_{i j}(X-Y) \odot \nu(Y) d \sigma(Y) \\
&-\int_{\partial B(X, 1) \cap \Omega^{c}} k_{i j}(X-Y) \odot \nu(Y) d \sigma(Y) \\
&= I_{1}+I_{2}+I_{3} . \tag{3.4.18}
\end{align*}
$$

By (3.4.11) written for the domain $D_{\varepsilon}(X)$, the first limit in the right-hand side of (3.4.18) can be expressed as

$$
\begin{align*}
I_{1}= & \lim _{\varepsilon \rightarrow 0^{+}} \int_{\partial D_{\varepsilon}(X)} k^{i j}(X-Y) \nu_{i}(Y) d \sigma(Y) \\
= & \lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
\varepsilon<|X-Y|<1}} k^{i j}(X-Y) \nu_{i}(Y) d \sigma(Y) \\
& +\lim _{\varepsilon \rightarrow 0^{+}} \int_{\partial B(X, \varepsilon) \cap \Omega^{c}} k^{i j}(X-Y) \nu_{i}(Y) d \sigma(Y) \\
& +\int_{\partial B(X, 1) \cap \Omega^{c}} k^{i j}(X-Y) \nu_{i}(Y) d \sigma(Y) \\
=: & I_{11}+I_{12}+I_{13} . \tag{3.4.19}
\end{align*}
$$

In turn, the existence of the limit $I_{11}$ (for a.e. $X \in \partial \Omega$ ) is a consequence of the fact that $k^{i j}(X)=$ $P_{i j}(X) /|X|^{n+l-2}$ with $P_{i j}(X)$ odd, homogeneous, harmonic polynomial of degree $l-2$ in $\mathbb{R}^{n+1}$ and the induction hypothesis. Going further, we have

$$
\begin{equation*}
I_{12}=\lim _{\varepsilon \rightarrow 0^{+}} \int_{\partial^{-} B(X, \varepsilon)} k^{i j}(X-Y) \nu_{i}(Y) d \sigma(Y)+\lim _{\varepsilon \rightarrow 0^{+}} \int_{W(X, \varepsilon)} k^{i j}(X-Y) \nu_{i}(Y) d \sigma(Y) \tag{3.4.20}
\end{equation*}
$$

Now, making use of the fact that the kernel $k^{i j}$ is homogeneous of degree $-n$, the first limit above is $\int_{\partial^{-} B(X, 1)} k^{i j}(X-Y) \nu_{i}(Y) d \sigma(Y)$ whereas, by Proposition 3.1.3, the second limit in (3.4.20) is
zero, at least as $\varepsilon \rightarrow 0$ on a set of density 1 at 0 . This finishes the treatment of $I_{1}$. The limit $I_{2}$ in (3.4.18) is then handled in a similar manner to $I_{12}$. Altogether, this justifies the existence of the limit in (3.4.16) for a.e. $X \in \partial \Omega$, hence finishing the proof of the fact that the limit in (3.4.12) exists for a.e. $X \in \partial \Omega$. (Passing from the limit on a set thick at $\varepsilon=0$ to the general limit stated in (3.4.12) is elementary.)

The fact that the operators (3.4.13)-(3.4.14) are bounded follows from what we have proved up to this point and Proposition 3.2.1-Proposition 3.2.2.

As regards (3.4.15), we shall once again proceed by induction on $l$. The case $l=1$ has been already dealt with in Proposition 3.3.4, so we may assume that $l \geq 3$ and that the corresponding statement is true for any kernel $k(X)$ associated with a polynomial of degree $l-2$ as in the statement of the theorem. Now, for a given $k(X)$ as in Lemma 3.4.1 we recall the kernels $k_{i j}$ introduced there and set

$$
\begin{equation*}
\mathcal{T}_{i j} f(X):=\int_{\partial \Omega} k_{i j}(X-Y) f(Y) d \sigma(Y), \quad X \in \Omega \tag{3.4.21}
\end{equation*}
$$

In particular, the identity (3.4.8) gives

$$
\begin{equation*}
\mathcal{T} f=C_{n, l} \sum_{i, j=1}^{n+1}\left[\mathcal{T}_{i j} f\right]_{j}, \quad \forall f \in L^{p}(\partial \Omega, d \sigma), \tag{3.4.22}
\end{equation*}
$$

and, hence, it suffices to show that

$$
\begin{equation*}
\lim _{\substack{Z \rightarrow X \\ Z \in \Gamma(X)}} \mathcal{I}_{j k} f(Z)=\frac{1}{2 \sqrt{-1}} \hat{k}_{i j}(\nu(X)) f(X)+\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\|X-Y|>\varepsilon}} k_{i j}(X-Y) f(Y) d \sigma(Y) \tag{3.4.23}
\end{equation*}
$$

at almost every $X \in \partial \Omega$.
Much as before, it suffices to prove this identity in the case when $f=\nu \odot g$ for some $g \in$ $\operatorname{Lip}_{o}(\partial \Omega) \otimes \mathcal{C} \ell_{n+1}$. We shall also assume that $X \in \partial^{*} \Omega \subset \partial_{T} \Omega$. In this scenario, by paralleling the treatment of the harmonic double layer in (3.3.16), we decompose

$$
\begin{align*}
\lim _{\substack{Z \in \Gamma(X) \\
Z \rightarrow X}} \mathcal{T}_{i j}(\nu \odot g)(Z)= & \lim _{\varepsilon \rightarrow 0^{+}} \lim _{\substack{Z \in \Gamma(X) \\
Z \rightarrow X}} \int_{\substack{|-Y|>\varepsilon \\
Y \in \partial \Omega}} k_{i j}(Z-Y) \odot \nu(Y) \odot g(Y) d \sigma(Y) \\
& +\lim _{\varepsilon \rightarrow 0^{+}} \lim _{\substack{Z \in \Gamma(X) \\
Z \rightarrow X}} \frac{1}{\omega_{n}} \int_{\substack{|X-Y|<\varepsilon \\
Y \in \partial \Omega}} k_{i j}(Z-Y) \odot \nu(Y) \odot[g(Y)-g(X)] d \sigma(Y) \\
& +\left(\lim _{\varepsilon \rightarrow 0^{+}} \lim _{\substack{Z \in \Gamma) \\
Z \rightarrow X)}} \int_{\substack{|X-Y|<\varepsilon \\
Y \in \partial \Omega}} k_{i j}(Z-Y) \odot \nu(Y) d \sigma(Y)\right) \odot g(X) \\
=: & I_{1}+I_{2}+I_{3} . \tag{3.4.24}
\end{align*}
$$

As in the case of (3.3.16), we then have

$$
\begin{equation*}
I_{1}=\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \mathscr{} \\|X-Y|>\varepsilon}} k_{i j}(X-Y) f(Y) d \sigma(Y) \text { and } I_{2}=0 \tag{3.4.25}
\end{equation*}
$$

There remains to treat $I_{3}$ and we begin by rewriting the integral there as

$$
\begin{align*}
& \int_{\substack{|X-Y|<\varepsilon \\
Y \in \partial \Omega}} k_{i j}(Z-Y) \odot \nu(Y) d \sigma(Y)=\int_{\partial\left(B(X, \varepsilon) \cap \Omega^{c}\right)} k_{i j}(Z-Y) \odot \nu(Y) d \sigma(Y) \\
& \quad-\int_{\partial B(X, \varepsilon) \cap \Omega^{c}} k_{i j}(Z-Y) \odot \nu(Y) d \sigma(Y) . \tag{3.4.26}
\end{align*}
$$

As before, based on Proposition 3.1.3 and the homogeneity of the kernel we may then write

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}} \lim _{\substack{Z \in \Gamma(X) \\ Z \rightarrow X}} \int_{\partial B(X, \varepsilon) \cap \Omega^{c}} k_{i j}(Z-Y) \odot \nu(Y) d \sigma(Y)=\int_{\partial-B(X, 1)} k_{i j}(X-Y) \odot \nu(Y) d \sigma(Y) . \tag{3.4.27}
\end{equation*}
$$

Now, for the first integral in the right-hand side of (3.4.26) we apply the identity (3.4.11) (for the domain $\left.B(X, \varepsilon) \cap \Omega^{c}\right)$ and obtain

$$
\begin{equation*}
\int_{\partial\left(B(X, \varepsilon) \cap \Omega^{c}\right)} k_{i j}(Z-Y) \odot \nu(Y) d \sigma(Y)=\int_{\partial\left(B(X, \varepsilon) \cap \Omega^{c}\right)} k^{i j}(Z-Y) \nu_{i}(Y) d \sigma(Y) . \tag{3.4.28}
\end{equation*}
$$

In summary, the above argument gives

$$
\begin{align*}
\lim _{\substack{Z \in \Gamma(X) \\
Z \rightarrow X}} \mathcal{T}_{i j}(\nu \odot g)(Z)= & \lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
\left|X^{\prime}-Y\right|>\varepsilon}} k_{i j}(X-Y) \odot \nu(Y) \odot g(Y) d \sigma(Y)  \tag{3.4.29}\\
& +\left(\int_{\partial(X, 1)} k_{i j}(X-Y) \odot \nu(Y) d \sigma(Y)\right) \odot g(X) \\
& +\left(\lim _{\varepsilon \rightarrow 0^{+}} \lim _{\substack{Z \in \Gamma(X) \\
Z \rightarrow X^{-}}} \int_{\partial\left(B(X, \varepsilon) \cap \Omega^{c}\right)} k^{i j}(Z-Y) \nu_{i}(Y) d \sigma(Y)\right) \odot g(X) .
\end{align*}
$$

Next, we introduce

$$
\begin{equation*}
\mathcal{T}^{i j} f(X):=\int_{\partial \Omega} k^{i j}(X-Y) f(Y) d \sigma(Y), \quad X \in \Omega \tag{3.4.30}
\end{equation*}
$$

and note two things about this family of operators. On the one hand, given the nature of the kernels $k^{i j}$, the induction hypothesis allows us to write that, for every $g \in L^{p}(\partial \Omega, d \sigma)$,

$$
\begin{align*}
\lim _{\substack{Z \rightarrow X \\
Z \in \Gamma(X)}} \mathcal{T}^{j k}\left(\nu_{i} g\right)(Z)= & \frac{1}{2 \sqrt{-1}} \widehat{k^{i j}}(\nu(X)) \nu_{i}(X) g(X) \\
& +\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}} k^{i j}(X-Y) \nu_{i}(Y) g(Y) d \sigma(Y) \tag{3.4.31}
\end{align*}
$$

at almost every $X \in \partial \Omega$.
On the other hand, by proceeding analogously as in (3.4.24), we also get

$$
\begin{align*}
\lim _{\substack{Z \rightarrow X \\
Z \in \Gamma(X)}} \mathcal{T}^{j k}\left(\nu_{i} g\right)(Z)= & \lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}} k^{i j}(X-Y) \nu_{i}(Y) g(Y) d \sigma(Y)  \tag{3.4.32}\\
& +\left(\int_{\partial-B(X, 1)} k^{i j}(X-Y) \nu_{i}(Y) d \sigma(Y)\right) g(X) \\
& +\left(\lim _{\varepsilon \rightarrow 0^{+}} \lim _{\substack{Z \in \Gamma(X) \\
Z \rightarrow X}} \int_{\partial\left(B(X, \varepsilon) \cap \Omega^{c}\right)} k^{i j}(Z-Y) \nu_{i}(Y) d \sigma(Y)\right) g(X),
\end{align*}
$$

a.e. on $\partial \Omega$, for every $g \in L^{p}(\partial \Omega, d \sigma)$. By comparing (3.4.31) with (3.4.32) we eventually arrive at the conclusion that

$$
\begin{align*}
&\left.\lim _{\varepsilon \rightarrow 0^{+}} \lim _{Z \in \Gamma(X)}^{Z \rightarrow X}\right\} \int_{\partial\left(B(X, \varepsilon) \cap \Omega^{c}\right)} k^{i j}(Z-Y) \nu_{i}(Y) d \sigma(Y)=  \tag{3.4.33}\\
& \frac{1}{2 \sqrt{-1}} \widehat{k^{i j}}(\nu(X)) \nu_{i}(X) \\
&-\int_{\partial^{-} B(X, 1)} k^{i j}(X-Y) \nu_{i}(Y) d \sigma(Y) .
\end{align*}
$$

(Note that, strictly speaking, it is this identity that justifies the existence of the last double limit in (3.4.29).) Thus, from this and (3.4.29), we may finally deduce that

$$
\begin{align*}
& \lim _{\substack{Z \in \Gamma(X) \\
Z \rightarrow X}} \mathcal{T}_{i j}(\nu \odot g)(Z)=\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}} k_{i j}(X-Y) \odot \nu(Y) \odot g(Y) d \sigma(Y) \\
& +\left(\int_{\partial-B(X, 1)} k_{i j}(X-Y) \odot \nu(Y) d \sigma(Y)\right) \odot g(X) \\
& +\frac{1}{2 \sqrt{-1}} \widehat{k^{i j}}(\nu(X)) \nu_{i}(X) \odot g(X) \\
& -\left(\int_{\partial-B(X, 1)} k^{i j}(X-Y) \nu_{i}(Y) d \sigma(Y)\right) g(X) \\
& =-\frac{1}{2 \sqrt{-1}} \widehat{k^{i j}}(\nu(X)) \nu_{i}(X) \nu(X) \odot(\nu \odot g)(X) \\
& -\left(\int_{\partial-B(X, 1)} k_{i j}(X-Y) \odot \nu(Y) d \sigma(Y)\right) \odot \nu(X) \odot(\nu \odot g)(X) \\
& +\left(\int_{\partial-B(X, 1)} k^{i j}(X-Y) \nu_{i}(Y) d \sigma(Y)\right) \nu(X) \odot(\nu \odot g)(X) \\
& +\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}} k_{i j}(X-Y) \odot(\nu \odot g)(Y) d \sigma(Y) . \tag{3.4.34}
\end{align*}
$$

In short, for every $f \in L^{p}(\partial \Omega, d \sigma), 1 \leq p<\infty$, we have that at a.e. $X \in \partial \Omega$

$$
\begin{equation*}
\lim _{\substack{Z \in \Gamma(X) \\ Z \rightarrow X}} \mathcal{I}_{i j} f(Z)=\alpha_{i j}(X) f(X)+\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\|X-Y|>\varepsilon}} k_{i j}(X-Y) f(Y) d \sigma(Y), \tag{3.4.35}
\end{equation*}
$$

where the coefficient $\alpha_{i j}(X)$ is implicitly defined by (3.4.34). Hence, in order to fully justify (3.4.31), it remains to show that

$$
\begin{equation*}
\alpha_{i j}(X)=\frac{1}{2 \sqrt{-1}} \hat{k}_{i j}(X) . \tag{3.4.36}
\end{equation*}
$$

By carrying out a similar analysis but for the domain $\Omega^{c}$ in place of $\Omega$ (and keeping in mind that the outward unit normal for $\Omega^{c}$ is $-\nu$ ), we obtain that for every $f \in L^{p}(\partial \Omega, d \sigma), 1 \leq p<\infty$, and for a.e. $X \in \partial \Omega$,

$$
\begin{equation*}
\lim _{\substack{Z \in \Gamma-(X) \\ Z \rightarrow X}} \mathcal{T}_{i j} f(Z)=-\alpha_{i j}(X) f(X)+\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\|X-Y|>\varepsilon}} k_{i j}(X-Y) f(Y) d \sigma(Y), \tag{3.4.37}
\end{equation*}
$$

where $\Gamma_{-}(X)$ stands for the nontangential approach region with vertex at $X \in \partial\left(\Omega^{c}\right)$ corresponding to the domain $\Omega^{c}$ (cf. (2.1.5)), and we have retained the same definition for $\mathcal{T}_{i j} f(X)$ as in (3.4.30) when $X \in \Omega^{c}$. In particular, for every $f \in L^{p}(\partial \Omega, d \sigma), 1 \leq p<\infty$,

$$
\begin{equation*}
\lim _{\substack{Z \in \Gamma(X) \\ Z \rightarrow X}} \mathcal{T}_{i j} f(Z)-\lim _{\substack{Z \in \Gamma_{-}(X) \\ Z \rightarrow X}} \mathcal{T}_{i j} f(Z)=2 \alpha_{i j}(X) f(X) \text { at a.e. } X \in \partial \Omega . \tag{3.4.38}
\end{equation*}
$$

Another characteristic of $\alpha_{i j}(X)$, visible from (3.4.34), is that this quantity depends only on the tangent plane to $\Omega$ at $X$ and not on $\Omega$ itself. Consequently, in order to compute the actual value of $\alpha_{i j}(X)$ using (3.4.38), it suffices to replace $\Omega$ by any other (reasonable) domain having the same tangent plane at $X$, such as a suitably rotated and translated half-space. In this latter scenario, for every $f \in L^{p}(\partial \Omega, d \sigma), 1 \leq p<\infty$, the jump-formula

$$
\begin{equation*}
\lim _{\substack{Z \in \Gamma(X) \\ Z \rightarrow X}} \mathcal{T}_{i j} f(Z)-\lim _{\substack{Z \in \Gamma_{-}(X) \\ Z \rightarrow X}} \mathcal{T}_{i j} f(Z)=\frac{1}{\sqrt{-1}} \hat{k}_{i j}(\nu(X)) f(X) \quad \text { at a.e. } \quad X \in \partial \Omega \tag{3.4.39}
\end{equation*}
$$

is well-known (see, e.g, the discussion in [91]). All in all, from (3.4.39) and (3.4.38) we may conclude that (3.4.36) holds. This justifies (3.4.31) and finishes the proof of the theorem.

From Theorem 3.4.2 to the general case described by (3.2.1)-(3.2.2) is but a short step. We take care of this in the more general variable coefficient context in the next subsection.

### 3.5 The variable coefficient case

Our goal in this subsection is to prove a variable coefficient version of Theorem 3.4.2.
Theorem 3.5.1 If $\Omega \subset \mathbb{R}^{n+1}$ is a UR domain, there exists a positive integer $N=N(n)$ such that if the kernel $k$ is as in (3.2.1) then the limit in (3.4.12) exists and the jump-formula (3.4.15) holds a.e. on $\partial \Omega$ for each $L^{p}(\partial \Omega, d \sigma), 1 \leq p<\infty$.

Actually, a more general result is true. Namely, there exists a positive integer $M=M(n)$ with the property that if the function $b(X, Z)$ is odd and homogeneous of degree $-n$ in the variable $Z \in \mathbb{R}^{n+1}$, and if $D_{Z}^{\alpha} b(X, Z)$ is continuous and bounded on $\mathbb{R}^{n+1} \times S^{n}$ for $|\alpha| \leq M$, then the limit

$$
\begin{align*}
& B f(X):=\lim _{\varepsilon \rightarrow 0^{+}} B_{\varepsilon} f(X), \text { where }  \tag{3.5.1}\\
& B_{\varepsilon} f(X):=\int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}} b(X, X-Y) f(Y) d \sigma(Y), \quad X \in \partial \Omega, \tag{3.5.2}
\end{align*}
$$

exists for every $f \in L^{p}(\partial \Omega, d \sigma), 1 \leq p<\infty$, and almost every $X \in \partial \Omega$, and the operator $B$ is bounded on $L^{p}(\partial \Omega, d \sigma)$ for every $p \in(1, \infty)$, and from $L^{1}(\partial \Omega, d \sigma)$ into $L^{1, \infty}(\partial \Omega, d \sigma)$. In fact, if

$$
\begin{equation*}
B_{*} f(X):=\sup _{\varepsilon>0}\left|B_{\varepsilon} f(X)\right|, \quad X \in \partial \Omega, \tag{3.5.3}
\end{equation*}
$$

then, for every $p \in(1, \infty)$,

$$
\begin{equation*}
\left\|B_{*} f\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C(p, \Omega) \sup _{|\alpha| \leq M}\left\|D_{Z}^{\alpha} b(X, Z)\right\|_{L^{\infty}\left(\mathbb{R}^{n+1} \times S^{n}\right)}\|f\|_{L^{p}(\partial \Omega, d \sigma)} . \tag{3.5.4}
\end{equation*}
$$

Also, corresponding to $p=1$, (3.5.4) holds if the weak- $L^{1}$ norm is used in the left-hand side.
Furthermore, if

$$
\begin{equation*}
\mathcal{B} f(X):=\int_{\partial \Omega} b(X, X-Y) f(Y) d \sigma(Y), \quad X \in \Omega \tag{3.5.5}
\end{equation*}
$$

then for every $f \in L^{p}(\partial \Omega, d \sigma), 1 \leq p<\infty$, at almost every $X \in \partial \Omega$, there holds

$$
\begin{equation*}
\lim _{\substack{Z \rightarrow X \\ Z \in \Gamma(X)}} \mathcal{B} f(Z)=\frac{1}{2 \sqrt{-1}} \widehat{b}(X, \nu(X)) f(X)+B f(X) \tag{3.5.6}
\end{equation*}
$$

where, above, "hat" stands for the Fourier transform in the second variable, and

$$
\begin{equation*}
\|\mathcal{N}(\mathcal{B} f)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C(p, \Omega) \sup _{|\alpha| \leq M}\left\|D_{Z}^{\alpha} b(X, Z)\right\|_{L^{\infty}\left(\mathbb{R}^{n+1} \times S^{n}\right)}\|f\|_{L^{p}(\partial \Omega, d \sigma)} \tag{3.5.7}
\end{equation*}
$$

Finally, for $\frac{n}{n+1}<p \leq 1$,

$$
\begin{equation*}
\|\mathcal{N}(\mathcal{B} f)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C(p, \Omega) \sup _{|\alpha| \leq M}\left\|D_{Z}^{\alpha} b(X, Z)\right\|_{L^{\infty}\left(\mathbb{R}^{n+1} \times S^{n}\right)}\|f\|_{H_{a t}^{p}(\partial \Omega, d \sigma)} \tag{3.5.8}
\end{equation*}
$$

Proof. Of course, it suffices to treat the second part of the theorem, in which case we argue as in [91]. For each $X \in \mathbb{R}^{n+1}$, we expand

$$
\begin{equation*}
b(X, Z)=\sum_{\ell \in \mathbb{N}} a_{\ell}(X) \Psi_{\ell}\left(\frac{Z}{|Z|}\right)|Z|^{-n}, \tag{3.5.9}
\end{equation*}
$$

where $\left\{\Psi_{\ell}: \ell \in \mathbb{N}\right\}$ is an orthonormal basis of $L^{2}\left(S^{n}\right)$ consisting of spherical harmonics. Furthermore, we arrange that each $\Psi_{\ell}$ is real, and either even or odd. Consequently, since

$$
\begin{equation*}
a_{\ell}(X)=\int_{S^{n}} b(X, \omega) \Psi_{\ell}(\omega) d \omega, \tag{3.5.10}
\end{equation*}
$$

it follows that $a_{\ell} \equiv 0$ whenever $\Psi_{\ell}$ is even. Also, from (3.5.10), integrations by parts, and our assumptions on $b(X, Z)$, it follows that the sequence of coefficients $\left\{a_{\ell}\right\}_{\ell}$ is rapidly decreasing in $\ell$, i.e.

$$
\begin{equation*}
\forall j \in \mathbb{N} \quad \exists C_{j}>0 \text { such that }\left\|a_{\ell}\right\|_{L^{\infty}} \leq C_{j} \ell^{-j}, \quad \forall \ell \in \mathbb{N} . \tag{3.5.11}
\end{equation*}
$$

If for each $\ell \in \mathbb{N}$ for which $a_{\ell}$ is not identically zero we now set

$$
\begin{align*}
& k_{\ell}(X):=\Psi_{\ell}\left(\frac{X}{|X|}\right)|X|^{-n}, \quad X \in \mathbb{R}^{n+1} \backslash\{0\}, \\
& B_{\ell, \varepsilon} f(X):=\int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}} k_{\ell}(X-Y) f(Y) d \sigma(Y), \quad X \in \partial \Omega  \tag{3.5.12}\\
& B_{\ell, *} f(X):=\sup _{\varepsilon>0}\left|\int_{\partial \Omega} k_{\ell}(X-Y) f(Y) d \sigma(Y)\right|, \quad X \in \partial \Omega,
\end{align*}
$$

then for each $p \in(1, \infty)$ Proposition 3.2 .1 gives

$$
\begin{equation*}
\left\|B_{\ell, *} f\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C(n, p, \ell)\|f\|_{L^{p}(\partial \Omega, d \sigma)}, \quad \text { where } \tag{3.5.13}
\end{equation*}
$$

the constant $C(n, p, \ell)$ has polynomial growth in $\ell$.
Next, for each $\mu \in \mathbb{N}$, write

$$
\begin{equation*}
B_{\varepsilon} f(X)=\sum_{\ell \leq \mu} a_{\ell}(X) B_{\ell, \varepsilon} f(X)+\sum_{\ell \geq \mu} a_{\ell}(X) B_{\ell, \varepsilon} f(X) \tag{3.5.14}
\end{equation*}
$$

and observe that for each $j \in \mathbb{N}$ there exists $C_{j}>0$ such that

$$
\begin{align*}
\left\|\sup _{\varepsilon>0}\left|\sum_{\ell \geq \mu} a_{\ell} B_{\ell, \varepsilon} f\right|\right\|_{L^{p}(\partial \Omega, d \sigma)} & \leq \sum_{\ell \geq \mu}\left\|a_{\ell}\right\|_{L^{\infty}}\left\|B_{\ell, *} f\right\|_{L^{p}(\partial \Omega, d \sigma)} \\
& \leq C_{j} \mu^{-j}\|f\|_{L^{p}(\partial \Omega, d \sigma)} . \tag{3.5.15}
\end{align*}
$$

On the other hand, Theorem 3.4.2 gives that, for each fixed $\mu$, the first sum in (3.5.14) converges at almost every $X \in \partial \Omega$. Thus, if we consider the disagreement function

$$
\begin{align*}
D_{f}(X) & :=\limsup _{\varepsilon \rightarrow 0^{+}} B_{\varepsilon} f(X)-\liminf _{\varepsilon \rightarrow 0^{+}} B_{\varepsilon} f(X) \\
& =\limsup _{\varepsilon \rightarrow 0^{+}}\left(\sum_{\ell \geq \mu} a_{\ell}(X) B_{\ell, \varepsilon} f(X)\right)-\liminf _{\varepsilon \rightarrow 0^{+}}\left(\sum_{\ell \geq \mu} a_{\ell}(X) B_{\varepsilon} f(X)\right), \tag{3.5.16}
\end{align*}
$$

where the second equality holds for every $\mu \in \mathbb{N}$ and almost every $X \in \partial \Omega$, Chebysheff's inequality inequality gives that for every $j \in \mathbb{N}, \lambda>0$ and $f \in L^{p}(\partial \Omega, d \sigma)$

$$
\begin{equation*}
\sigma\left(\left\{X \in \partial \Omega: D_{f}(X)>\lambda\right\}\right) \leq C_{j} \mu^{-j} \lambda^{-p}\|f\|_{L^{p}(\partial \Omega, d \sigma)}^{p} \tag{3.5.17}
\end{equation*}
$$

Passing to limit $\mu \rightarrow \infty$ then shows that $D_{f}(X)=0$ for $\sigma$-a.e. $X \in \partial \Omega$ and this concludes the proof of the fact that the limit in (3.5.1) exists at almost every boundary point.

All the other remaining claims in the statement of the theorem can be proved in a similar fashion, using Theorem 3.4.2 and an expansion in spherical harmonics as above. This finishes the proof of Theorem 3.5.1.

It will also be useful to treat the following variant of (3.5.5):

$$
\begin{equation*}
\widetilde{\mathcal{B}} f(X):=\int_{\partial \Omega} b(Y, X-Y) f(Y) d \sigma(Y), \quad X \in \Omega . \tag{3.5.18}
\end{equation*}
$$

The same sort of analysis works, with $X$ replaced by $Y$ in the spherical harmonic expansion (3.5.9). We have the following.

Theorem 3.5.2 In the setting of Theorem 3.5.1, with $\widetilde{\mathcal{B}}$ given by (3.5.18), we have

$$
\begin{equation*}
\|\mathcal{N} \widetilde{\mathcal{B}} f\|_{L^{p}(\partial \Omega, d \sigma)} \leq C(p, \Omega) \sup _{|\alpha| \leq M}\left\|D_{Z}^{\alpha} b(Y, Z)\right\|_{L^{\infty}\left(\mathbb{R}^{n+1} \times S^{n}\right)}\|f\|_{L^{p}(\partial \Omega, d \sigma)}, \tag{3.5.19}
\end{equation*}
$$

if $1<p<\infty$, plus a similar estimate (involving replaced by weak- $L^{1, \infty}$ in the left-hand side) when $p=1$.

On the other hand, if $\frac{n}{n+1}<p<1, r>n\left(p^{-1}-1\right)$ and, for each $|\alpha| \leq M$, the function $D_{Z}^{\alpha} b(Y, Z)$ is in $C^{r}\left(\mathbb{R}^{n+1}\right)$ in the variable $Y$, uniformly for $|Z|=1$, then for any compact $\Sigma_{o} \subset \partial \Omega$,

$$
\begin{equation*}
\|\mathcal{N} \widetilde{\mathcal{B}} f\|_{L^{p}\left(\Sigma_{o}, d \sigma\right)} \leq C(p, \Omega) \sup _{|\alpha| \leq M} \sup _{|Z|=1}\left\|D_{Z}^{\alpha} b(Y, Z)\right\|_{C^{r}\left(\Sigma_{o}\right)}\|f\|_{h_{a t}^{p}\left(\Sigma_{o}\right)} \tag{3.5.20}
\end{equation*}
$$

for $f$ supported on $\Sigma_{o}$.
Finally, given $p \in[1, \infty)$ and $f \in L^{p}(\partial \Omega, d \sigma)$, then for almost all $X \in \partial \Omega$,

$$
\begin{equation*}
\lim _{Z \rightarrow X, Z \in \Gamma(X)} \widetilde{\mathcal{B}} f(Z)=\frac{1}{2 \sqrt{-1}} \hat{b}(X, \nu(X)) f(X)-B^{t} f(X), \tag{3.5.21}
\end{equation*}
$$

where $B$ is as in (3.5.1) and the superscript $t$ indicates transposition.
In turn, Theorem 3.5.1 and Theorem 3.5.2 apply to the Schwartz kernels of certain pseudodifferential operators. Recall that a pseudodifferential operator $Q(X, D)$ with symbol $q(X, \xi)$ in Hörmander's class $S_{1,0}^{m}$ is given by the oscillatory integral

$$
\begin{align*}
Q(X, D) u & =(2 \pi)^{-(n+1) / 2} \int q(X, \xi) \hat{u}(\xi) e^{i\langle X, \xi\rangle} d \xi \\
& =(2 \pi)^{-(n+1)} \iint q(X, \xi) e^{i\langle X-Y, \xi\rangle} u(Y) d Y d \xi \tag{3.5.22}
\end{align*}
$$

We are concerned with a smaller class of symbols, $S_{\mathrm{cl}}^{m}$, defined by requiring that (the matrix-valued) function $q(X, \xi)$ has an asymptotic expansion of the form

$$
\begin{equation*}
q(X, \xi) \sim q_{m}(X, \xi)+q_{m-1}(X, \xi)+\cdots \tag{3.5.23}
\end{equation*}
$$

with $q_{j}$ smooth in $X$ and $\xi$ and homogeneous of degree $j$ in $\xi$ (for $|\xi| \geq 1$ ). Call $q_{m}(X, \xi)$, i.e. the leading term in (3.5.23), the principal symbol of $q(X, D)$. In fact, we shall find it convenient to work with classes of symbols which only exhibit a limited amount of regularity in the spatial variable (while still $C^{\infty}$ in the Fourier variable). Specifically, for each $r \geq 0$ we define

$$
\begin{equation*}
C^{r} S_{1,0}^{m}:=\left\{q(X, \xi):\left\|D_{\xi}^{\alpha} q(\cdot, \xi)\right\|_{C^{r}} \leq C_{\alpha}(1+|\xi|)^{m-|\alpha|}, \quad \forall \alpha\right\} . \tag{3.5.24}
\end{equation*}
$$

The class of pseudodifferential operators associated with such symbols will be denoted OPC ${ }^{r} S_{1,0}^{m}$. As before, we write $\mathrm{OP} C^{r} S_{\mathrm{cl}}^{m}$ for the subclass of classical pseudodifferential operators in $\mathrm{OPC}^{r} S_{1,0}^{m}$ whose symbols can be expanded as in (3.5.23), where $q_{j}(X, \xi) \in C^{r} S_{1,0}^{m-j}$ is homogeneous of degree $j$ in $\xi$ for $|\xi| \geq 1, j=m, m-1, \ldots$. Finally, we set $\emptyset \mathrm{P} C^{r} S_{\mathrm{cl}}^{m}$ for the space of all formal adjoints of operators in OPC $C^{r} S_{\mathrm{cl}}^{m}$.

Given a classical pseudodifferential operator $Q(x, D) \in \mathrm{OP}^{r} S_{\mathrm{cl}}^{-1}$, we denote by $k_{Q}(X, Y)$ and $\operatorname{Sym}_{Q}(X, \xi)$ its Schwartz kernel and its principal symbol, respectively. Next, if $\Omega \subseteq \mathbb{R}^{n+1}$ is a domain with outward unit normal $\nu$ and boundary surface measure $\sigma$, we can introduce integral operators of layer potential type by formally writing

$$
\begin{align*}
K_{Q} f(X) & :=\text { P.V. } \int_{\partial \Omega} k_{Q}(X, Y) f(Y) d \sigma(Y) \\
& =\lim _{\varepsilon \rightarrow 0^{+}} \int_{Y \in \partial \Omega:|X-Y|>\varepsilon} k_{Q}(X, Y) f(Y) d \sigma(Y), \quad X \in \partial \Omega, \tag{3.5.25}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{K}_{Q} f(X):=\int_{\partial \Omega} k_{Q}(X, Y) f(Y) d \sigma(Y), \quad X \in \Omega \tag{3.5.26}
\end{equation*}
$$

In this context, Theorem 3.5.1 and Theorem 3.5.2 yield the following result.
Theorem 3.5.3 Let $\Omega \subset \mathbb{R}^{n+1}$ be a bounded UR domain. Also let $Q(x, D) \in \mathrm{OPC}^{0} S_{\mathrm{cl}}^{-1}$ be such that $\operatorname{Sym}_{Q}(X, \xi)$ is odd in $\xi$ and recall the operators (3.5.25)-(3.5.26).

Then, for each $f \in L^{p}(\partial \Omega, d \sigma)$, with $1 \leq p<\infty, K_{Q} f(X)$ makes sense at almost every boundary point $X \in \partial \Omega$ and

$$
\begin{align*}
& K_{Q}: L^{p}(\partial \Omega, d \sigma) \rightarrow L^{p}(\partial \Omega, d \sigma), \quad 1<p<\infty,  \tag{3.5.27}\\
& K_{Q}: L^{1}(\partial \Omega, d \sigma) \rightarrow L^{1, \infty}(\partial \Omega, d \sigma), \tag{3.5.28}
\end{align*}
$$

are bounded operators. Furthermore,

$$
\begin{equation*}
\left\|\mathcal{N}\left(\mathcal{K}_{Q} f\right)\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C(\Omega, Q, p)\|f\|_{L^{p}(\partial \Omega, d \sigma)}, \quad \forall f \in L^{p}(\partial \Omega, d \sigma), 1<p<\infty \tag{3.5.29}
\end{equation*}
$$

plus a similar estimate involving weak- $L^{1}$ in the left-hand side when $p=1$.
On the other hand, for $n /(n+1)<p \leq 1$,

$$
\begin{equation*}
\left\|\mathcal{N}\left(\mathcal{K}_{Q} f\right)\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|f\|_{h_{a t}^{p}(\partial \Omega, d \sigma)}, \quad \forall f \in h_{a t}^{p}(\partial \Omega, d \sigma) \tag{3.5.30}
\end{equation*}
$$

Moreover, if $f \in L^{p}(\partial \Omega, d \sigma)$ with $1 \leq p<\infty$, then $\mathcal{K}_{Q} f$ has a nontangential boundary trace at almost every boundary point. More specifically,

$$
\begin{equation*}
\left.\mathcal{K}_{Q} f\right|_{\partial \Omega}=\frac{1}{2 \sqrt{-1}} \operatorname{Sym}_{Q}(\cdot, \nu) f+K_{Q} f \quad \text { a.e. on } \partial \Omega \tag{3.5.31}
\end{equation*}
$$

Finally, similar results are valid for a pseudodifferential operator $Q(X, D) \in \emptyset \mathrm{P} C^{0} S_{\mathrm{cl}}^{-1}$. In this setting, for the analogue of (3.5.30) we require that $Q \in \emptyset \mathrm{P} C^{r} S_{\mathrm{cl}}^{-1}$ where $r>n\left(p^{-1}-1\right)$ and $\frac{n}{n+1}<p<1$.

In fact, since the main claims in Theorem 3.5.3 are local in nature and given the invariance of the class of domains and pseudodifferential operators (along with their Schwartz kernels and principal symbols) under smooth diffeomorphisms, these results can be naturally extended to the setting of domains on manifolds and pseudodifferential operators acting between vector bundles. We shall further elaborate on this aspect in Section 5, where one of the aims is to treat operators with even rougher kernels.

### 3.6 Singular integrals on Sobolev spaces

Let $\Omega \subset \mathbb{R}^{n+1}$ be an open set, of locally finite perimeter, whose boundary is Ahlfors regular and satisfies (2.3.1). As in the past, set $\sigma:=\mathcal{H}^{n}\left\lfloor\partial \Omega\right.$ and denote by $\nu=\left(\nu_{1}, \ldots, \nu_{n+1}\right)$ the measure theoretic outward unit normal to $\partial \Omega$. Next, consider the first-order tangential derivative operators, acting on a compactly supported function $\varphi$, of class $C^{1}$ in a neighborhood of $\partial \Omega$, by

$$
\begin{equation*}
\partial_{\tau_{j k}} \varphi:=\left.\nu_{j}\left(\partial_{k} \varphi\right)\right|_{\partial \Omega}-\left.\nu_{k}\left(\partial_{j} \varphi\right)\right|_{\partial \Omega}, \quad j, k=1, \ldots, n+1 . \tag{3.6.1}
\end{equation*}
$$

We now make the following definition. Given two indices

$$
\begin{equation*}
1<p, p^{\prime}<\infty, \quad \frac{1}{p}+\frac{1}{p^{\prime}}=1 \tag{3.6.2}
\end{equation*}
$$

set

$$
\begin{align*}
L_{1}^{p}(\partial \Omega, d \sigma):=\{ & f \in L^{p}(\partial \Omega, d \sigma): \exists c>0 \text { such that if } \varphi \in C_{0}^{1}\left(\mathbb{R}^{n+1}\right) \\
& \text { then } \left.\sum_{j, k=1}^{n+1}\left|\int_{\partial \Omega} f\left(\partial_{\tau_{j k}} \varphi\right) d \sigma\right| \leq c\|\varphi\|_{L^{p^{\prime}}(\partial \Omega, d \sigma)}\right\} . \tag{3.6.3}
\end{align*}
$$

In order to get a better understanding of the nature of this space, fix $f \in L_{1}^{p}(\partial \Omega, d \sigma)$, take $j, k \in$ $\{1, \ldots, n+1\}$, and consider the functional $\Lambda_{j k}$, defined as follows.

$$
\begin{equation*}
\Lambda_{j k}:\left\{\left.\varphi\right|_{\partial \Omega}: \varphi \in C_{0}^{1}\left(\mathbb{R}^{n+1}\right)\right\} \longrightarrow \mathbb{R}, \quad \Lambda_{j k}\left(\left.\varphi\right|_{\partial \Omega}\right):=\int_{\partial \Omega} f\left(\partial_{\tau_{j k}} \varphi\right) d \sigma \tag{3.6.4}
\end{equation*}
$$

We claim that $\Lambda_{j k}$ is unambiguously defined. To justify this claim, assume that $\varphi \in C_{0}^{1}\left(\mathbb{R}^{n+1}\right)$ and $\left.\varphi\right|_{\partial \Omega}=0$. Use a mollification argument to produce a sequence $\varphi_{\alpha} \in C_{0}^{\infty}\left(\mathbb{R}^{n+1}\right), \alpha \in \mathbb{N}$, with the property that $\partial^{\gamma} \varphi_{\alpha}$ converges to $\partial^{\gamma} \varphi$ as $\alpha \rightarrow \infty$, uniformly on compact subsets of $\mathbb{R}^{n+1}$, for each multinidex $\gamma$ of length $\leq 1$. Then, for each fixed $\alpha \in \mathbb{N}$ and each $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{n+1}\right)$, based on definitions and repeated integrations by parts we may write

$$
\begin{align*}
\int_{\partial \Omega} \psi\left(\partial_{\tau_{j k}} \varphi_{\alpha}\right) d \sigma & =\int_{\partial \Omega} \psi\left(\left.\nu_{j}\left(\partial_{k} \varphi_{\alpha}\right)\right|_{\partial \Omega}-\left.\nu_{k}\left(\partial_{j} \varphi_{\alpha}\right)\right|_{\partial \Omega}\right) d \sigma \\
& =\int_{\Omega}\left\{\partial_{j}\left(\psi \partial_{k} \varphi_{\alpha}\right)-\partial_{k}\left(\psi \partial_{j} \varphi_{\alpha}\right)\right\} d x \\
& =\int_{\Omega}\left\{\partial_{j} \psi \partial_{k} \varphi_{\alpha}-\partial_{k} \psi \partial_{j} \varphi_{\alpha}\right\} d x \\
& =\int_{\Omega}\left\{\partial_{k}\left(\partial_{j} \psi \varphi_{\alpha}\right)-\partial_{j}\left(\partial_{k} \psi \varphi_{\alpha}\right)\right\} d x \\
& =\int_{\partial \Omega}\left(\left.\nu_{k}\left(\partial_{j} \psi\right)\right|_{\partial \Omega}-\left.\nu_{j}\left(\partial_{k} \psi\right)\right|_{\partial \Omega}\right)\left(\left.\varphi_{\alpha}\right|_{\partial \Omega}\right) d \sigma \tag{3.6.5}
\end{align*}
$$

Passing to the limit yields, upon recalling that $\varphi=0$ on $\partial \Omega$,

$$
\begin{equation*}
\int_{\partial \Omega} \psi\left(\partial_{\tau_{j k}} \varphi\right) d \sigma=0 \tag{3.6.6}
\end{equation*}
$$

To continue, we remark that thanks to Lemma 2.4.9, the fact that each Lipschitz function initially defined on a subset of $\mathbb{R}^{n+1}$ extends to the entire space (with control of the Lipschitz constant) and a standard mollification argument, we have

$$
\begin{equation*}
\left\{\left.\varphi\right|_{\partial \Omega}: \varphi \in C_{0}^{\infty}\left(\mathcal{R}^{n+1}\right)\right\} \hookrightarrow L^{p}(\partial \Omega, d \sigma) \quad \text { densely, for each } p \in(1, \infty) . \tag{3.6.7}
\end{equation*}
$$

Granted this, (3.6.6) forces $\partial_{\tau_{j k}} \varphi=0$ on $\partial \Omega$, which concludes the proof that $\Lambda_{j k}$ is meaningly defined. Having established this, a reference to (3.6.3) allows us to conclude that $\Lambda_{j k}$ extends to a functional in $\left(L^{p^{\prime}}(\partial \Omega, d \sigma)\right)^{*}=L^{p}(\partial \Omega, d \sigma)$. Riesz's representation theorem then ensures that there exists $g_{j k} \in L^{p}(\partial \Omega, d \sigma)$ with the property that

$$
\begin{equation*}
\Lambda_{j k}\left(\left.\varphi\right|_{\partial \Omega}\right)=\int_{\partial \Omega} g_{j k} \varphi d \sigma, \quad \forall \varphi \in C_{0}^{1}\left(\mathbb{R}^{n+1}\right) \tag{3.6.8}
\end{equation*}
$$

In order to indicate the dependence of $g_{j k}$ on $f$, from now on we shall denote this function by $\partial_{\tau_{k j}} f$. A calculation very similar in spirit to (3.6.5) then shows that this is compatible with (3.6.1). In summary, we have shown that, given $f \in L_{1}^{p}(\partial \Omega, d \sigma)$, for each $j, k$, there exists a unique function $\partial_{\tau_{k j}} f \in L^{p}(\partial \Omega, d \sigma)$ with the property that

$$
\begin{equation*}
\int_{\partial \Omega} f\left(\partial_{\tau_{j k}} \varphi\right) d \sigma=\int_{\partial \Omega}\left(\partial_{\tau_{k j}} f\right) \varphi d \sigma, \quad \forall \varphi \in C_{0}^{1}\left(\mathbb{R}^{n+1}\right) \tag{3.6.9}
\end{equation*}
$$

In particular, $\partial_{\tau_{j k}} f=-\partial_{\tau_{k j}} f$. If for $f \in L^{p}(\partial \Omega, d \sigma)$ we now define $\partial_{\tau_{j k}} f$ as a functional on $\left.C_{0}^{1}\left(\mathbb{R}^{n+1}\right)\right|_{\partial \Omega}$ by taking (3.6.9) as a definition, the reasoning above also shows that

$$
\begin{equation*}
L_{1}^{p}(\partial \Omega, d \sigma)=\left\{f \in L^{p}(\partial \Omega, d \sigma): \partial_{\tau_{j k}} f \in L^{p}(\partial \Omega, d \sigma), \quad j, k=1, \ldots, n+1\right\} \tag{3.6.10}
\end{equation*}
$$

When equipped with the natural norm, i.e.,

$$
\begin{equation*}
\|f\|_{L_{1}^{p}(\partial \Omega, d \sigma)}:=\|f\|_{L^{p}(\partial \Omega, d \sigma)}+\sum_{j, k=1}^{n+1}\left\|\partial_{\tau_{j k}} f\right\|_{L^{p}(\partial \Omega, d \sigma)}, \tag{3.6.11}
\end{equation*}
$$

the space $L_{1}^{p}(\partial \Omega, d \sigma)$ is Banach for each $1<p<\infty$. Henceforth we assume that $\partial \Omega$ is compact. Then $L_{1}^{p}(\partial \Omega, d \sigma)$ is, for each $p \in(1, \infty)$, a module over $\left\{\left.\varphi\right|_{\partial \Omega}: \varphi \in C_{0}^{1}\left(\mathbb{R}^{n+1}\right)\right\}$. Moreover, the following Leibnitz rule holds (for each $p \in(1, \infty)$ and $j, k \in\{1, \ldots, n+1\}$ )

$$
\begin{equation*}
\partial_{\tau_{j k}}(\varphi f)=\left(\partial_{\tau_{j k}} \varphi\right) f+\varphi\left(\partial_{\tau_{j k}} f\right), \quad \forall \varphi \in C_{0}^{1}\left(\mathbb{R}^{n+1}\right), \forall f \in L_{1}^{p}(\partial \Omega, d \sigma) . \tag{3.6.12}
\end{equation*}
$$

Let us also point out here that, since $\left\{\left.\varphi\right|_{\partial \Omega}: \varphi \in C_{0}^{1}\left(\mathbb{R}^{n+1}\right)\right\}$ is a dense subspace of $L^{p}(\partial \Omega, d \sigma)$ for every $p \in(1, \infty)$, we have

$$
\begin{equation*}
L_{1}^{p}(\partial \Omega, d \sigma) \hookrightarrow L^{p}(\partial \Omega, d \sigma) \quad \text { densely, for every } p \in(1, \infty) \tag{3.6.13}
\end{equation*}
$$

For each $1<p<\infty$, let us now set

$$
\begin{equation*}
L_{-1}^{p}(\partial \Omega, d \sigma):=\left(L_{1}^{p^{\prime}}(\partial \Omega, d \sigma)\right)^{*}, \quad \frac{1}{p}+\frac{1}{p^{\prime}}=1, \tag{3.6.14}
\end{equation*}
$$

and note that the application

$$
\begin{equation*}
J: L_{1}^{p}(\partial \Omega, d \sigma) \longrightarrow\left[L^{p}(\partial \Omega, d \sigma)\right]^{1+n(n+1) / 2}, \quad J f:=\left(f,\left(\partial_{\tau_{j k}} f\right)_{1 \leq j, k \leq n+1}\right) \tag{3.6.15}
\end{equation*}
$$

has the property that Range $J$ is closed, and $J$ an isomorphism onto its range. This shows that $L_{1}^{p}(\partial \Omega, d \sigma)$ is a reflexive space, whenever $1<p<\infty$. In particular, from (3.6.13), we obtain

$$
\begin{equation*}
L^{p}(\partial \Omega, d \sigma) \hookrightarrow L_{-1}^{p}(\partial \Omega, d \sigma) \quad \text { densely, for every } p \in(1, \infty) \tag{3.6.16}
\end{equation*}
$$

Lemma 3.6.1 Let $\Omega \subset \mathbb{R}^{n+1}$ be a UR domain. Also, assume that $u \in C^{1}(\Omega)$ is such that $\mathcal{N}(\nabla u)$, $\mathcal{N}(u) \in L^{p}(\partial \Omega, d \sigma)$ for some $p \in(1, \infty)$, and $u$ along with $\partial_{j} u, 1 \leq j \leq n+1$, have nontangential limits at $\sigma$-almost every boundary point on $\partial \Omega$. Then

$$
\begin{equation*}
\left.u\right|_{\partial \Omega} \in L_{1}^{p}(\partial \Omega, d \sigma) \quad \text { and } \quad \partial_{\tau_{j k}}\left(\left.u\right|_{\partial \Omega}\right)=\left.\nu_{j}\left(\partial_{k} u\right)\right|_{\partial \Omega}-\left.\nu_{k}\left(\partial_{j} u\right)\right|_{\partial \Omega} \tag{3.6.17}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\sum_{j, k=1}^{n+1} \| \partial_{\tau_{j k}}\left(\left.u\right|_{\partial \Omega)}\left\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\right\| \mathcal{N}(\nabla u) \|_{L^{p}(\partial \Omega, d \sigma)}\right. \tag{3.6.18}
\end{equation*}
$$

Proof. For two arbitrary indices $j, k \in\{1, \ldots, n+1\}$ and $\varphi \in C_{0}^{1}\left(\mathbb{R}^{n+1}\right)$ we may write based on Proposition 3.2.5 and Theorem 2.3.1 (or Corollary 3.2.8, if $\Omega$ is unbounded) applied twice

$$
\begin{align*}
\int_{\partial \Omega} u\left(\partial_{\tau_{k j}} \varphi\right) d \sigma & =\int_{\partial \Omega} u\left(\nu_{k} \partial_{j} \varphi-\nu_{j} \partial_{k} \varphi\right) d \sigma \\
& =\int_{\Omega}\left(\partial_{k} u \partial_{j} \varphi-\partial_{j} u \partial_{k} \varphi\right) d X \\
& =\int_{\partial \Omega}\left(\left.\nu_{j}\left(\partial_{k} u\right)\right|_{\partial \Omega}-\left.\nu_{k}\left(\partial_{j} u\right)\right|_{\partial \Omega}\right) \varphi d \sigma \tag{3.6.19}
\end{align*}
$$

Since $\varphi$ is arbitrary, (3.6.19) shows that $\left.u\right|_{\partial \Omega} \in L_{1}^{p}(\partial \Omega, d \sigma)$ and $\left.\nu_{r}\left(\partial_{s} u\right)\right|_{\partial \Omega}-\left.\nu_{s}\left(\partial_{r} u\right)\right|_{\partial \Omega}=\partial_{\tau_{r s}} u$, proving (3.6.17). Then (3.6.18) is a consequence of the second formula in (3.6.17).

Consider now a second-order differential operator (here and below we use the summation convention):

$$
\begin{equation*}
L u:=\left(\partial_{r}\left(a_{r s}^{\alpha \beta} \partial_{s} u_{\beta}\right)\right)_{\alpha} \tag{3.6.20}
\end{equation*}
$$

with constant (real) coefficients, which is strongly elliptic in the sense that there exists $\kappa>0$ such that the following Legendre-Hadamard condition is satisfied:

$$
\begin{equation*}
a_{r s}^{\alpha \beta} \xi_{r} \xi_{s} \zeta_{\alpha} \zeta_{\beta} \geq \kappa|\xi|^{2}|\zeta|^{2}, \quad \forall \xi=\left(\xi_{r}\right)_{r}, \quad \forall \zeta=\left(\zeta_{\alpha}\right)_{\alpha} \tag{3.6.21}
\end{equation*}
$$

Also, denote by $E \in C^{\infty}\left(\mathbb{R}^{n+1} \backslash\{0\}\right)$ a (matrix-valued) fundamental solution for $L^{\top}$, the adjoint of $L$, which is even and homogeneous of degree $-(n-1)$, and define the single layer and its boundary version by setting

$$
\begin{array}{ll}
\mathcal{S} f(X):=\int_{\partial \Omega} E(X-Y) f(Y) d \sigma(Y), & X \in \mathbb{R}^{n+1} \backslash \partial \Omega, \\
S f(X):=\int_{\partial \Omega} E(X-Y) f(Y) d \sigma(Y), & X \in \partial \Omega \tag{3.6.23}
\end{array}
$$

Also, if $E=\left(E_{\beta \gamma}\right)_{\beta, \gamma}$ and $f=\left(f_{\alpha}\right)_{\alpha}$ are defined on $\partial \Omega$, introduce the associated double layer and its principal value version by setting

$$
\begin{align*}
\mathcal{D} f(X) & :=\left(-\int_{\partial \Omega} \nu_{s}(Y) a_{r s}^{\alpha \beta}\left(\partial_{r} E_{\gamma \beta}\right)(X-Y) f_{\alpha}(Y) d \sigma(Y)\right)_{\gamma}, \quad X \in \mathbb{R}^{n+1} \backslash \partial \Omega,  \tag{3.6.24}\\
K f(X) & :=\left(-\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}} \nu_{s}(Y) a_{r s}^{\beta \alpha}\left(\partial_{r} E_{\gamma \beta}\right)(X-Y) f_{\alpha}(Y) d \sigma(Y)\right)_{\gamma}, \quad X \in \partial \Omega . \tag{3.6.25}
\end{align*}
$$

Finally, if $\Omega \subset \mathbb{R}^{n+1}$ is an open set, we define

$$
\begin{equation*}
\Omega_{+}:=\Omega, \quad \Omega_{-}:=\mathbb{R}^{n+1} \backslash \bar{\Omega} . \tag{3.6.26}
\end{equation*}
$$

In particular, whenever $1<p<\infty$,

$$
\begin{equation*}
\left.\mathcal{S} f\right|_{\partial \Omega_{ \pm}}=S f, \quad \forall f \in L^{p}(\partial \Omega, d \sigma) \tag{3.6.27}
\end{equation*}
$$

Proposition 3.6.2 Let $\Omega \subset \mathbb{R}^{n+1}$ be a UR domain, and take $p \in(1, \infty)$. Then for each $f \in$ $L_{1}^{p}(\partial \Omega, d \sigma)$ the nontangential trace $\left.\partial_{j} \mathcal{D} f\right|_{\partial \Omega}$ exists $\sigma$-a.e. on $\partial \Omega$, for each $j \in\{1, \ldots, n+1\}$, and

$$
\begin{equation*}
\|\mathcal{N}(\nabla \mathcal{D} f)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|f\|_{L_{1}^{p}(\partial \Omega, d \sigma)} \tag{3.6.28}
\end{equation*}
$$

for some finite constant $C>0$ depending only on $p, \alpha$, as well as the Ahlfors regularity and $U R$ constants of $\partial \Omega$.

Proof. Assume first that $\Omega$ is bounded. Then for each index $\gamma$, point $X \in \Omega$ and $j \in\{1, \ldots, n+1\}$, we have

$$
\begin{align*}
\partial_{j}(\mathcal{D} f)_{\gamma}(X) & =-\int_{\partial \Omega} \nu_{s}(Y) a_{r s}^{\beta \alpha}\left(\partial_{j} \partial_{r} E_{\gamma \beta}\right)(X-Y) f_{\alpha}(Y) d \sigma(Y) \\
& =-\int_{\partial \Omega} a_{r s}^{\beta \alpha} \partial_{\tau_{j s}(Y)}\left[\left(\partial_{r} E_{\gamma \beta}\right)(X-Y)\right] f_{\alpha}(Y) d \sigma(Y) \\
& =\int_{\partial \Omega} a_{r s}^{\beta \alpha}\left(\partial_{r} E_{\gamma \beta}\right)(X-Y)\left(\partial_{\tau_{j s}} f_{\alpha}\right)(Y) d \sigma(Y) \tag{3.6.29}
\end{align*}
$$

where in the second equality we have used the fact that $a_{r s}^{\beta \alpha} \nu_{j}(Y)\left(\partial_{s} \partial_{r} E_{\gamma \beta}\right)(X-Y)=0$ for $X \neq Y$, and we have integrated by parts on the boundary. Then the desired conclusions follow easily from this.

When $\partial \Omega$ is unbounded, more attention should be paid to the third step in (3.6.29), since (3.6.4) no longer directly applies, as $\varphi(Y):=\left(\partial_{r} E_{\gamma \beta}\right)(X-Y)$ fails to have compact support. This issue, nonetheless, can be addressed in a straightforward manner, inserting a cut-off factor $\psi(Y / R)$, where $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{n+1}\right)$ satisfies $\psi \equiv 1$ on $B(0,1)$. Similarly to (3.6.12), we express $\psi(Y / R) \partial_{\tau_{j s}(Y)}\left[\left(\partial_{r} E_{\gamma \beta}\right)(X-Y)\right]$ as

$$
\begin{equation*}
\partial_{\tau_{j s}(Y)}\left[\psi(Y / R)\left(\partial_{r} E_{\gamma \beta}\right)(X-Y)\right]-\left(\partial_{r} E_{\gamma \beta}\right)(X-Y) \partial_{\tau_{j s}(Y)}[\psi(Y / R)], \tag{3.6.30}
\end{equation*}
$$

then send $R \rightarrow \infty$, and note that residual terms above to converge to zero on account of $|\nabla[\psi(Y / R)]| \leq$ $C / R$. Since $\psi(Y / R) \rightarrow 1$ as $R \rightarrow \infty$, by relying on Lebesgue's Dominated Convergence Theorem, this ultimately shows that

$$
\begin{equation*}
\partial_{j}(\mathcal{D} f)_{\gamma}(X)=\int_{\partial \Omega} a_{r s}^{\beta \alpha}\left(\partial_{r} E_{\gamma \beta}\right)(X-Y)\left(\partial_{\tau_{j s}} f_{\alpha}\right)(Y) d \sigma(Y), \tag{3.6.31}
\end{equation*}
$$

irrespective of whether $\partial \Omega$ is bounded or not.
Recall next the (principal value) double layer potential operator $K$ introduced in (3.6.25), as well as the (boundary version) single layer $S$ from (3.6.23). We have:

Corollary 3.6.3 If $\Omega \subset \mathbb{R}^{n+1}$ is a UR domain, then

$$
\begin{equation*}
K: L_{1}^{p}(\partial \Omega, d \sigma) \longrightarrow L_{1}^{p}(\partial \Omega, d \sigma) \tag{3.6.32}
\end{equation*}
$$

is a well-defined, bounded operator for every $p \in(1, \infty)$. In addition, if $\partial \Omega$ is compact, then so is

$$
\begin{equation*}
S: L^{p}(\partial \Omega, d \sigma) \longrightarrow L_{1}^{p}(\partial \Omega, d \sigma) \tag{3.6.33}
\end{equation*}
$$

Proof. From Theorem 3.5.2 we have that

$$
\begin{equation*}
\left.\mathcal{D} f\right|_{\partial \Omega}=\left(\frac{1}{2} I+K\right) f, \quad \forall f \in L^{p}(\partial \Omega, d \sigma) \tag{3.6.34}
\end{equation*}
$$

Thus, the fact that the double layer potential operator (3.6.32) is well-defined and bounded follows from this and Lemma 3.6.1. The same lemma and Theorem 3.5.2 also prove that the operator (3.6.33) is bounded when $\partial \Omega$ is compact.

Proposition 3.6.4 Let $\Omega \subset \mathbb{R}^{n+1}$ be a bounded UR domain. Then for each $1<p<\infty$, the single layer $S$, originally defined as in (3.6.33), extends to a bounded operator

$$
\begin{equation*}
S: L_{-1}^{p}(\partial \Omega, d \sigma) \longrightarrow L^{p}(\partial \Omega, d \sigma) . \tag{3.6.35}
\end{equation*}
$$

Also, there exists a finite constant $C=C(\Omega, p)>0$ such that

$$
\begin{equation*}
\|\mathcal{N}(\mathcal{S} f)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|f\|_{L_{-1}^{p}(\partial \Omega, d \sigma)}, \quad \forall f \in L_{-1}^{p}(\partial \Omega, d \sigma) \tag{3.6.36}
\end{equation*}
$$

Finally, for each $f \in L_{-1}^{p}(\partial \Omega, d \sigma)$ the nontangential pointwise trace $\left.\mathcal{S} f\right|_{\partial \Omega}$ exists at $\sigma$-a.e. point on $\partial \Omega$, and in fact

$$
\begin{equation*}
\left.\mathcal{S} f\right|_{\partial \Omega}=S f, \quad \forall f \in L_{-1}^{p}(\partial \Omega, d \sigma) . \tag{3.6.37}
\end{equation*}
$$

Proof. From (3.6.33) and duality (cf. (3.6.14)), we see that

$$
\begin{equation*}
S^{*}: L_{-1}^{p}(\partial \Omega, d \sigma) \longrightarrow L^{p}(\partial \Omega, d \sigma) \tag{3.6.38}
\end{equation*}
$$

is well-defined and bounded for every $p \in(1, \infty)$. To justify dropping the star, we need to show that the action of this operator is compatible with that of $S$ from (3.6.33). However, this is a consequence of (3.6.16), along with the simple observation that the adjoint of $S: L^{p}(\partial \Omega, d \sigma) \rightarrow L^{p}(\partial \Omega, d \sigma)$ is $S: L^{p^{\prime}}(\partial \Omega, d \sigma) \rightarrow L^{p^{\prime}}(\partial \Omega, d \sigma), 1 / p+1 / p^{\prime}=1$. This proves that $S$ in (3.6.33) extends uniquely to a bounded, linear operator in the context of (3.6.35).

Next, for $1<p, p^{\prime}<\infty$ with $1 / p+1 / p^{\prime}=1$, we shall prove the following characterization of the space (3.6.14). There exists some $C=C(\Omega, p)>0$ such that

For all $f \in L_{-1}^{p}(\partial \Omega, d \sigma)$ there exist $f_{0}, f_{j k} \in L^{p}(\partial \Omega, d \sigma), 1 \leq j<k \leq n+1$,

$$
\begin{align*}
& \text { such that }\left\|f_{0}\right\|_{L^{p}(\partial \Omega, d \sigma)}+\sum_{1 \leq j<k \leq n+1}\left\|f_{j k}\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|f\|_{L_{-1}^{p}(\partial \Omega, d \sigma)}  \tag{3.6.39}\\
& \text { and }\langle f, g\rangle=\int_{\partial \Omega}\left(f_{0} g+\sum_{1 \leq j<k \leq n+1} f_{j k} \partial_{\tau_{j k}} g\right) d \sigma \text { for every } g \in L_{1}^{p^{\prime}}(\partial \Omega, d \sigma) \text {. }
\end{align*}
$$

To prove this, recall the mapping $J$ from (3.6.15) and consider the composition

$$
\begin{equation*}
f \circ J^{-1}: \text { Range } J \longrightarrow \mathbb{R}, \tag{3.6.40}
\end{equation*}
$$

where $J^{-1}$ : Range $J \rightarrow L_{1}^{p^{\prime}}(\partial \Omega, d \sigma)$ is an isomorphism, and $f$ is regarded as a functional in $\left(L_{1}^{p^{\prime}}(\partial \Omega, d \sigma)\right)^{*}$. Since Range $J$ is a closed subspace of $\left[L^{p^{\prime}}(\partial \Omega, d \sigma)\right]^{1+n(n+1) / 2}$, Hahn-Banach's Extension Theorem in concert with Riesz's Representation Theorem ensure the existence of $f_{0}, f_{j k} \in$ $L^{p}(\partial \Omega, d \sigma), 1 \leq j<k \leq n+1$, such that the properties listed in (3.6.39) hold.

For each $f \in L_{-1}^{p}(\partial \Omega, d \sigma), 1<p<\infty$, and $g \in\left(L_{1}^{p^{\prime}}(\partial \Omega, d \sigma)\right)^{*}$ we let $f(g):=\langle f, g\rangle$ denote the obvious dual pairing. For such $f$, we can now (unequivocally) define

$$
\begin{align*}
\mathcal{S} f(X) & :=f(E(X-\cdot))=f \circ J^{-1} \circ J(E(X-\cdot)) \\
& =\int_{\partial \Omega} E(X-Y) f_{0}(Y) d \sigma(Y)+\int_{\partial \Omega} \partial_{\tau_{j k}}[E(X-Y)] f_{j k}(Y) d \sigma(Y), \quad X \in \Omega \tag{3.6.41}
\end{align*}
$$

where $f_{0}, f_{j k} \in L^{p}(\partial \Omega, d \sigma), 1 \leq j<k \leq n+1$, are as in (3.6.39). We observe that even though the functional $f \circ J^{-1}$, acting initially on Range $J$, may not have a unique extension to all of $\left[L^{p^{\prime}}(\partial \Omega, d \sigma)\right]^{1+n(n+1) / 2}$, the expression in (3.6.41) is well-defined, since every such extension $\left(f_{0},\left(f_{j k}\right)_{1 \leq j, k \leq n+1}\right)$ must agree on Range $J$. Then (3.6.36) is a consequence of this, (3.6.39) and (3.2.12). Also, the existence of the nontangential pointwise trace $\left.\mathcal{S} f\right|_{\partial \Omega}$ at $\sigma$-a.e. point on $\partial \Omega$ follows from (3.6.41) and Theorem 3.5.2.

To justify (3.6.37) we only need to observe that, from what we have proved to this point, the mappings (3.6.35) and $\left.L_{-1}^{p}(\partial \Omega, d \sigma) \ni f \mapsto \mathcal{S} f\right|_{\partial \Omega} \in L^{p}(\partial \Omega, d \sigma)$ are well-defined, linear and bounded. Since, by (3.6.27), they coincide on $L^{p}(\partial \Omega, d \sigma)$ which, by (3.6.16), is a dense subspace in their common domain, (3.6.37) follows. This finishes the proof of the proposition.

Let us now define the tangential gradient operator by setting

$$
\begin{equation*}
\nabla_{\tan } f:=\left(\nu_{k} \partial_{\tau_{k j}} f\right)_{1 \leq j \leq n+1}, \quad \forall f \in L_{1}^{p}(\partial \Omega, d \sigma) \tag{3.6.42}
\end{equation*}
$$

Lemma 3.6.5 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is a UR domain. Then for each function $f \in L_{1}^{p}(\partial \Omega, d \sigma)$

$$
\begin{equation*}
\partial_{\tau_{j k}} f=\nu_{j}\left(\nabla_{\tan } f\right)_{k}-\nu_{k}\left(\nabla_{\tan } f\right)_{j}, \quad j, k=1, \ldots, n+1, \tag{3.6.43}
\end{equation*}
$$

$\sigma$-a.e. on $\partial \Omega$. In particular,

$$
\begin{equation*}
\left\|\nabla_{\tan } f\right\|_{L^{p}(\partial \Omega, d \sigma)} \approx \sum_{j, k=1}^{n+1}\left\|\partial_{\tau_{j k}} f\right\|_{L^{p}(\partial \Omega, d \sigma)}, \quad \forall f \in L_{1}^{p}(\partial \Omega, d \sigma) . \tag{3.6.44}
\end{equation*}
$$

Also, for every $f \in L_{1}^{p}(\partial \Omega, d \sigma)$,

$$
\begin{equation*}
\left\langle\nu, \nabla_{\tan } f\right\rangle=0 \quad \sigma \text {-a.e. on } \partial \Omega . \tag{3.6.45}
\end{equation*}
$$

Proof. Let $f \in L_{1}^{p}(\partial \Omega, d \sigma)$ be arbitrary and select an operator $L$ as in (3.6.20)-(3.6.21) (for example, $L=\Delta$ will do). As before, let $E$ be a fundamental solution of $L$ and construct the double layer $\mathcal{D}$ as in (3.6.24), along with its principal value version (3.6.25). Also, set

$$
\begin{equation*}
u^{ \pm}(X):=\mathcal{D} f(X) \text { for } X \in \Omega_{ \pm} \tag{3.6.46}
\end{equation*}
$$

Thus, by (3.6.31), Theorem 3.4.2, (3.3.9) and Proposition 3.6.2

$$
\begin{align*}
& \text { there exist }\left.\nabla u^{ \pm}\right|_{\partial \Omega},\left.\quad u^{ \pm}\right|_{\partial \Omega}=\left( \pm \frac{1}{2} I+K\right) f  \tag{3.6.47}\\
& \text { and } \quad\left\|\mathcal{N}\left(\nabla u^{ \pm}\right)\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|f\|_{L_{1}^{p}(\partial \Omega, d \sigma)} .
\end{align*}
$$

Next, for two arbitrary indices $j, k \in\{1, \ldots, n+1\}$ we decompose

$$
\begin{align*}
& \nu_{j}\left(\nabla_{\tan } f\right)_{k}-\nu_{k}\left(\nabla_{\tan } f\right)_{j} \\
& =\nu_{j}\left(\nabla_{\tan }\left(\frac{1}{2} I+K\right) f\right)_{k}-\nu_{k}\left(\nabla_{\tan }\left(\frac{1}{2} I+K\right) f\right)_{j}  \tag{3.6.48}\\
& \quad-\nu_{j}\left(\nabla_{\tan }\left(-\frac{1}{2} I+K\right) f\right)_{k}+\nu_{k}\left(\nabla_{\tan }\left(-\frac{1}{2} I+K\right) f\right)_{j}
\end{align*}
$$

so (3.6.43) is proved as soon as we show that

$$
\begin{equation*}
\nu_{j}\left(\nabla_{\tan }\left( \pm \frac{1}{2} I+K\right) f\right)_{k}-\nu_{k}\left(\nabla_{\tan }\left( \pm \frac{1}{2} I+K\right) f\right)_{j}=\partial_{\tau_{j k}}\left( \pm \frac{1}{2} I+K\right) f \tag{3.6.49}
\end{equation*}
$$

By the trace identity in (3.6.47), this is equivalent to showing that

$$
\begin{equation*}
\nu_{j}\left(\nabla_{\tan }\left(\left.u^{ \pm}\right|_{\partial \Omega}\right)\right)_{k}-\nu_{k}\left(\nabla_{\tan }\left(\left.u^{ \pm}\right|_{\partial \Omega}\right)\right)_{j}=\partial_{\tau_{j k}}\left(\left.u^{ \pm}\right|_{\partial \Omega}\right) . \tag{3.6.50}
\end{equation*}
$$

Now, by (3.6.42) and Lemma 3.6.1, for each $j, k \in\{1, \ldots, n+1\}$ we have

$$
\begin{align*}
\nu_{j}\left(\left.\nabla_{\tan } u^{ \pm}\right|_{\partial \Omega}\right)_{k}-\nu_{k}\left(\left.\nabla_{\tan } u^{ \pm}\right|_{\partial \Omega}\right)_{j}= & \nu_{j} \nu_{r} \partial_{\tau_{r k}}\left(\left.u^{ \pm}\right|_{\partial \Omega}\right)-\nu_{k} \nu_{s} \partial_{\tau_{s j}}\left(\left.u^{ \pm}\right|_{\partial \Omega}\right) \\
= & \left.\nu_{j} \nu_{r} \nu_{r}\left(\partial_{k} u^{ \pm}\right)\right|_{\partial \Omega}-\left.\nu_{j} \nu_{r} \nu_{k}\left(\partial_{s} u^{ \pm}\right)\right|_{\partial \Omega} \\
& -\left.\nu_{k} \nu_{s} \nu_{s}\left(\partial_{j} u^{ \pm}\right)\right|_{\partial \Omega}+\left.\nu_{k} \nu_{s} \nu_{j}\left(\partial_{s} u^{ \pm}\right)\right|_{\partial \Omega} \\
= & \left.\nu_{j}\left(\partial_{k} u^{ \pm}\right)\right|_{\partial \Omega}-\left.\nu_{k}\left(\partial_{j} u^{ \pm}\right)\right|_{\partial \Omega} \\
= & \partial_{\tau_{j k}}\left(\left.u^{ \pm}\right|_{\partial \Omega}\right), \tag{3.6.51}
\end{align*}
$$

i.e., (3.6.50) holds. This completes the proof of (3.6.43). The identity (3.6.45) is proved in a similar fashion and this finishes the proof of the lemma.

We conclude this subsection with the following useful remark.
Proposition 3.6.6 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is a bounded UR domain and that $f \in L_{1}^{p}(\partial \Omega, d \sigma)$ for some $p \in(1, \infty)$. Then

$$
\begin{equation*}
f=\text { locally constant on } \partial \Omega \Longleftrightarrow \nabla_{\tan } f=0 \text {. } \tag{3.6.52}
\end{equation*}
$$

Proof. The left-to-right implication is a consequence of (3.6.42) and the fact that the tangential derivatives $\partial_{\tau_{j k}}$ annihilate constants. In the opposite direction, assume that $f \in L_{1}^{p}(\partial \Omega, d \sigma)$ has $\nabla_{\tan } f=0$, and denote by $\mathcal{D}$ the harmonic double layer operator associated with $\partial \Omega$. Then (3.6.31) and (3.6.43) imply that $\mathcal{D} f$ is locally constant both in $\Omega_{+}:=\Omega$ and its complement, $\Omega_{-}$, from which we may deduce that $f=\left.\mathcal{D} f\right|_{\partial \Omega_{+}}-\left.\mathcal{D} f\right|_{\partial \Omega_{-}}$is locally constant on $\partial \Omega$.

## 4 Semmes-Kenig-Toro domains, Poincaré inequalities, and singular integrals

In this section we discuss a special class of UR domains $\Omega$ for which certain important layer potentials are not merely bounded on $L^{p}(\partial \Omega, d \sigma)$ but are actually compact, extending results of [37] that deal with $C^{1}$ domains. The domains we identify as having this property are denoted here regular Semmes-Kenig-Toro domains (regular SKT domains for short). We give definitions and basic properties of this class of domains in $\S 4.1$. These domains are special cases of what we call SKT domains, which in turn are special cases of Reifenberg flat domains, which we also briefly discuss. We also define the class of $\varepsilon$-regular SKT domains, for $\varepsilon>0$, a class for which we will show such layer potentials have small norm modulo compacts if $\varepsilon$ is small.

As we have mentioned in the Introduction, SKT domains have been called chord arc domains. The notion of chord-arc domains originated in dimension 2, where the defining condition is that the length of a boundary arc between two points should not exceed the length of a chord between these points by too great a factor. The notion in higher dimensions, which is somewhat more sophisticated, originated in S. Semmes [101] and was further developed in [64]-[66]. In higher dimensions, this "chord arc" designation is not so successful in describing the essential features of these domains, so we propose to call them SKT domains. Similarly, we have relabeled what in these papers were called chord arc domains with vanishing constant, calling them regular SKT domains.

In $\S 4.2$ we discuss a Poincaré inequality of Semmes and some refinements, define the Semmes decomposition of an SKT domain, and apply the Poincaré inequality to obtain further results on this Semmes decomposition. We use this to obtain further equivalent characterizations of regular SKT domains. In particular we show that an open bounded set $\Omega \subset \mathbb{R}^{n+1}$ is a regular SKT domain if and only if $\Omega$ is a two-sided NTA domain that is Ahlfors regular and such that $\nu \in \operatorname{VMO}(\partial \Omega, d \sigma)$.

In $\S 4.3$ we make use of the Poincaré inequality of $\S 4.2$ to demonstrate that if $\Omega$ satisfies a twosided John condition and is Ahlfors regular, then the Sobolev space $L_{1}^{p}(\partial \Omega, d \sigma)$ is isomorphic to the space $W^{p, 1}(\partial \Omega)$ defined for general metric measure spaces by Hajłasz [46]. This has a number of useful consequences, one being the denseness in $L_{1}^{p}(\partial \Omega, d \sigma)$ of the space of Lipschitz functions on $\partial \Omega$.
$\S 4.5$ is the heart of this section. Here we single out a class of layer potentials, which as we will see are of particular interest in the analysis of elliptic boundary problems, and show that they are
compact on $L^{p}(\partial \Omega, d \sigma)$ for $p \in(1, \infty)$ when $\Omega$ is a regular SKT domain. A quantitative version of this result, involving the concept of $\varepsilon$-regular SKT domain, is also presented. As a preliminary step, in $\S 4.4$ we present a treatment of such compactness in the case of $\mathrm{VMO}_{1}$ domains, based on work in [50], which also plays a role in the proof of compactness in $\S 4.5$, as does the Poincaré inequality established in $\S 4.2$.

In $\S 4.6$ we show that whenever $\Omega$ is a UR domain, satisfying a two-sided John condition, then such compactness (accompanied by compactness of a natural family of commutators) implies that $\Omega$ is a regular SKT domain, thus completing the circle of our compactness results. Going further, we estimate the distance from $\nu$ to $\operatorname{VMO}(\partial \Omega, d \sigma)$ in terms of the distance of a selected family of such operators to the space of compact operators.

In $\S 4.7$ we consider "Clifford-Szegö projections", defined a priori on $L^{2}(\partial \Omega, d \sigma) \otimes \mathcal{C} \ell_{n+1}$, and establish $L^{p}$ extensions when $\Omega$ is a bounded, regular SKT domain. In doing so, we bring in analogues of Kerzman-Stein formulas ([68]).

### 4.1 Reifenberg flat domains, SKT domains, and regular SKT domains

Here we present definitions and basic properties of Reifenberg-flat domains, SKT domains, and regular SKT domains. Our presentation in this subsection follows closely that in [64]-[66].

Definition 4.1.1 Let $\Sigma \subset \mathbb{R}^{n+1}$ be a nonempty, locally compact set and let $\delta \in\left(0, \frac{1}{4 \sqrt{2}}\right)$. We say that $\Sigma$ is $\delta$-Reifenberg flat if for each compact set $\mathcal{K} \subset \mathbb{R}^{n+1}$ there exists $R=R(\mathcal{K})>0$ such that for every $Q \in \mathcal{K} \cap \Sigma$ and every $r \in(0, R]$ there exists a n-dimensional plane $L(Q, r)$ which contains $Q$ and such that

$$
\begin{equation*}
\frac{1}{r} D[\Sigma \cap B(Q, r), L(Q, r) \cap B(Q, r)] \leq \delta \tag{4.1.1}
\end{equation*}
$$

where $B(Q, r):=\left\{X \in \mathbb{R}^{n+1}:|X-Q|<r\right\}$ and, for each $A, B \subset \mathbb{R}^{n+1}$,

$$
\begin{equation*}
D[A, B]:=\max \{\sup \{\operatorname{dist}(a, B): a \in A\}, \sup \{\operatorname{dist}(b, A): b \in B\}\} \tag{4.1.2}
\end{equation*}
$$

is the Hausdorff distance between the sets $A, B$.
As in [65], for each $Q \in \Sigma$ and $r>0$, introduce

$$
\begin{equation*}
\theta(Q, r):=\inf _{L}\left\{\frac{1}{r} D[\Sigma \cap B(Q, r), L \cap B(Q, r)]\right\}, \tag{4.1.3}
\end{equation*}
$$

where the infimum is taken over all $n$-planes containing $Q$, so that condition (4.1.1) becomes

$$
\begin{equation*}
\forall \mathcal{K} \subset \mathbb{R}^{n+1} \text { compact, } \exists R>0 \text { such that } \sup _{0<r \leq R} \sup _{Q \in \Sigma \cap \mathcal{K}} \theta(Q, r) \leq \delta . \tag{4.1.4}
\end{equation*}
$$

Definition 4.1.2 We say that $\Sigma \subset \mathbb{R}^{n+1}$ is a Reifenberg flat set with vanishing constant if it is $\delta$-Reifenberg flat for some $\delta \in\left(0, \frac{1}{4 \sqrt{2}}\right)$ and for each compact set $\mathcal{K} \subset \mathbb{R}^{n+1}$ there holds

$$
\begin{equation*}
\lim _{r \rightarrow 0^{+}} \sup _{Q \in \Sigma \cap \mathcal{K}} \theta(Q, r)=0 \tag{4.1.5}
\end{equation*}
$$

Definition 4.1.3 We say that $\Omega \subset \mathbb{R}^{n+1}$ has the separation property if for each compact set $\mathcal{K} \subset \mathbb{R}^{n+1}$ there exists $R>0$ such that for every $Q \in \partial \Omega \cap \mathcal{K}$ and $r \in(0, R]$ there exists an $n$-dimensional plane $\mathcal{L}(Q, r)$ containing $Q$ and a choice of unit normal vector to $\mathcal{L}(Q, r), \vec{n}_{Q, r}$, satisfying

$$
\begin{align*}
& \left\{X+t \vec{n}_{Q, r} \in B(Q, r): X \in \mathcal{L}(Q, r), t<-\frac{r}{4}\right\} \subset \Omega, \\
& \left\{X+t \vec{n}_{Q, r} \in B(Q, r): X \in \mathcal{L}(Q, r), t>\frac{r}{4}\right\} \subset \mathbb{R}^{n+1} \backslash \Omega . \tag{4.1.6}
\end{align*}
$$

Moreover, if $\Omega$ is unbounded, we also require that $\partial \Omega$ divides $\mathbb{R}^{n+1}$ into two distinct connected components and that $\mathbb{R}^{n+1} \backslash \Omega$ has a non-empty interior.

Note that the separation property clearly implies

$$
\begin{equation*}
\partial \Omega=\partial_{*} \Omega, \tag{4.1.7}
\end{equation*}
$$

i.e., the topological boundary and the measure-theoretic boundary of $\Omega$ coincide.

The following result is proved in $\S 3$ of [64].
Theorem 4.1.4 There exists a dimensional constant $\delta_{n} \in\left(0, \frac{1}{4 \sqrt{2}}\right)$ with the property that any domain $\Omega \subset \mathbb{R}^{n+1}$ that has the separation property and whose boundary is a $\delta$-Reifenberg flat set, $\delta \in\left(0, \delta_{n}\right)$, is an NTA-domain.

Definition 4.1.5 Let $\Omega \subset \mathbb{R}^{n+1}$ and $\delta \in\left(0, \delta_{n}\right)$. Call $\Omega$ a $\delta$-Reifenberg flat domain if $\Omega$ has the separation property and $\partial \Omega$ is $\delta$-Reifenberg flat. Moreover, if $\Omega$ is unbounded, we shall also require that

$$
\begin{equation*}
\sup _{r>0} \sup _{Q \in \partial \Omega} \theta(Q, r)<\delta_{n} . \tag{4.1.8}
\end{equation*}
$$

If $\Omega$ is a $\delta$-Reifenberg flat domain and $\partial \Omega$ is Reifenberg-flat with vanishing constant, we say $\Omega$ is a Reifenberg flat domain with vanishing constant.

As a consequence of Theorem 4.1.4 and the above definition we have the following.
Corollary 4.1.6 If the open set $\Omega \subset \mathbb{R}^{n+1}$ is a $\delta$-Reifenberg flat domain with $\delta \in\left(0, \delta_{n}\right)$ then $\Omega$ is a two-sided NTA domain.

Let $\Omega \subset \mathbb{R}^{n+1}$ be a domain of locally finite perimeter, such that $\mathcal{H}^{n}\left(\partial \Omega \backslash \partial_{*} \Omega\right)=0$ and $\partial \Omega$ satisfies the Ahlfors-David regularity condition. We denote by $\nu$ the measure-theoretic outward unit normal to $\partial \Omega$ and refer to $\sigma:=\mathcal{H}^{n}\lfloor\partial \Omega$ as the surface measure of the boundary of $\Omega$. Then $(\partial \Omega$, Euclidean distance, $\sigma$ ) becomes a space of homogeneous type, for which the definitions and the results in $\S 2.4$ apply. In particular, we define the space $\operatorname{BMO}(\partial \Omega, d \sigma)$ as the collection of functions $f \in L_{\text {loc }}^{2}(\partial \Omega, d \sigma)$ with the property that $\|f\|_{*}<+\infty$ where

$$
\begin{align*}
& \|f\|_{*}:=\sup _{r>0} \sup _{Q \in \partial \Omega}\left(\frac{1}{\sigma(\Delta(Q, r))} \int_{\Delta(Q, r)}\left|f-f_{\Delta(Q, r)}\right|^{2} d \sigma\right)^{1 / 2},  \tag{4.1.9}\\
& \Delta(Q, r):=\partial \Omega \cap B(Q, r), \quad f_{\Delta(Q, r)}:=\frac{1}{\sigma(\Delta(Q, r))} \int_{\Delta(Q, r)} f d \sigma . \tag{4.1.10}
\end{align*}
$$

As in (2.4.15), the definition of $\|f\|_{*}$ is slightly adjusted when $\partial \Omega$ is compact, by adding $\left|\int_{\partial \Omega} f d \sigma\right|$ in the right-hand side of (4.1.9).

Consistent with (2.4.21), we denote by $\operatorname{VMO}(\partial \Omega, d \sigma)$ the closure in $\operatorname{BMO}(\partial \Omega, d \sigma)$ of the space of uniformly continuous real-valued functions belonging to $\operatorname{BMO}(\partial \Omega, d \sigma)$. Then Proposition 2.4.8 provides an alternative description of $\operatorname{VMO}(\partial \Omega, d \sigma)$, as the space of functions $f \in L_{\text {loc }}^{2}(\partial \Omega, d \sigma)$ with the property that

$$
\begin{equation*}
\lim _{r \rightarrow 0^{+}} \sup _{Q \in \partial \Omega}\|f\|_{*}(\Delta(Q, r))=0 \tag{4.1.11}
\end{equation*}
$$

where we have set (compare with (2.4.77))

$$
\begin{equation*}
\|f\|_{*}(\Delta(Q, r)):=\sup _{\Delta \subset \Delta(Q, r)}\left(f_{\Delta}\left|f-f_{\Delta}\right|^{2} d \sigma\right)^{1 / 2} \tag{4.1.12}
\end{equation*}
$$

with the supremum taken over all surface balls $\Delta$ contained in $\Delta(Q, r)$.
As noted in Remark 4.2 on p. 397 of [65], if $\Omega \subset \mathbb{R}^{n+1}$ is a set of locally finite perimeter and a $\delta$-Reifenberg flat domain for some $\delta \in\left(0, \delta_{n}\right)$, then as a consequence of (4.1.7), $\partial \Omega$ and the measuretheoretic boundary of $\Omega$ agree. In particular, the the measure-theoretic outward unit normal $\nu$ is well-defined $\sigma$-a.e. on $\partial \Omega$.

Another observation of interest (cf. Remark 4.1 on pp. 396-397 of [65]) is as follows. If $\Omega \subset \mathbb{R}^{n+1}$ is a $\delta$-Reifenberg flat domain for some $\delta \in\left(0, \delta_{n}\right)$ then given any compact set $\mathcal{K} \subset \mathbb{R}^{n+1}$ there exists $R>0$ with the property that

$$
\begin{equation*}
\sigma(\Delta(Q, r)) \geq(1+\delta)^{-1} \omega_{n} r^{n}, \quad \forall Q \in \partial \Omega \cap \mathcal{K}, \quad \forall r \in(0, R] \tag{4.1.13}
\end{equation*}
$$

Definition 4.1.7 Let $\delta \in\left(0, \delta_{n}\right)$, where $\delta_{n}$ is as in Theorem 4.1.4. A set $\Omega \subset \mathbb{R}^{n+1}$ of locally finite perimeter is said to be a $\delta$-SKT domain if $\Omega$ is a $\delta$-Reifenberg flat domain, $\partial \Omega$ satisfies the Ahlfors-David regularity condition and, for each compact set $\mathcal{K} \subset \mathbb{R}^{n+1}$, there exists $R>0$ such that

$$
\begin{equation*}
\sup _{Q \in \partial \Omega \cap \mathcal{K}}\|\nu\|_{*}(\Delta(Q, R))<\delta \tag{4.1.14}
\end{equation*}
$$

where, as before, $\nu$ is the measure-theoretic outward unit normal to $\partial \Omega$.
Definition 4.1.8 Call $\Omega \subset \mathbb{R}^{n+1}$ a regular SKT domain if $\Omega$ is a $\delta$-SKT domain for some $\delta \in$ $\left(0, \delta_{n}\right)$ and, in addition, $\nu \in \operatorname{VMO}(\partial \Omega, d \sigma)$.

For the goals we have in mind, it is natural to finally make the following.
Definition 4.1.9 An open set $\Omega \subset \mathbb{R}^{n+1}$ is called an $\varepsilon$-regular SKT domain if $\Omega$ is a $\delta$-SKT domain for some $\delta \in\left(0, \delta_{n}\right)$ and, in addition, $\operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma))<\varepsilon$ where the distance is taken in the $\mathrm{BMO}(\partial \Omega, d \sigma)$ norm.

Definitions 4.1.7 and 4.1.8 are those given in [65] (where the domains were called, respectively $\delta$-chord arc domains and chord arc domains with vanishing constant). In this connection, it is useful to recall Theorem 4.6 of [65], which says that if $\Omega \subset \mathbb{R}^{n+1}$ is a set of locally finite perimeter and also a $\delta$-Reifenberg flat domain for some $\delta \in\left(0, \delta_{n}\right)$, the following statements are equivalent:
(1) $\Omega$ is a regular SKT domain;
(2) $\Omega$ is a Reifenberg-flat domain with vanishing constant, and for each compact $K$ meeting $\partial \Omega$,

$$
\begin{equation*}
\lim _{r \rightarrow 0} \sup _{Q \in \partial \Omega \cap K} \frac{\sigma(\Delta(Q, r))}{\omega_{n} r^{n}}=1 \tag{4.1.15}
\end{equation*}
$$

where $\Delta(Q, r)=B_{r}(Q) \cap \partial \Omega$ and $\omega_{n}$ is the volume of the unit ball in $\mathbb{R}^{n}$.
(3) For each compact $K \subset \mathbb{R}^{n+1}$ meeting $\partial \Omega$,

$$
\begin{equation*}
\lim _{r \rightarrow 0} \inf _{Q \in \partial \Omega \cap K} \frac{\sigma(\Delta(Q, r))}{\omega_{n} r^{n}}=\lim _{r \rightarrow 0} \sup _{Q \in \partial \Omega \cap K} \frac{\sigma(\Delta(Q, r))}{\omega_{n} r^{n}}=1 . \tag{4.1.16}
\end{equation*}
$$

From this we also have the following.
Proposition 4.1.10 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is a regular $S K T$ domain. Then $\Omega$ is a $\delta$-SKT domain for each $\delta \in\left(0, \delta_{n}\right)$.
Proof. As stated above, $\Omega$ is a Reifenberg flat domain with vanishing constant. In particular, $\Omega$ is $\delta$-Reifenberg flat for each $\delta \in\left(0, \delta_{n}\right)$, and the desired conclusion follows now from definitions.

Directly from definitions, we also have:
Proposition 4.1.11 An open set $\Omega \subset \mathbb{R}^{n+1}$ is a regular SKT domain if and only if it is an $\varepsilon$-regular SKT domain for each $\varepsilon>0$.

The following result is relevant to applying layer potentials.
Proposition 4.1.12 If $\Omega \subset \mathbb{R}^{n+1}$ is a $\delta$-SKT domain for some $\delta \in\left(0, \delta_{n}\right)$, then $\Omega$ is an UR domain. In particular, any $\varepsilon$-regular SKT domain is a UR domain.

Proof. The hypotheses imply that $\partial \Omega$ is Ahlfors regular and that $\Omega$ is $\delta$-Reifenberg flat for small $\delta$, and hence $\Omega$ is an NTA domain. As we saw in $\S 3.1$, all Ahlfors regular NTA domains are UR domains.

### 4.2 A Poincaré type inequality, Semmes decomposition, and consequences

The following Poincaré inequality will play several important roles, both in further results in this subsection on the Semmes decomposition and in the proof of compactness in $\S 4.5$. Recall the local John condition, introduced in Definition 3.1.12.

Proposition 4.2.1 For each open set $\Omega \subset \mathbb{R}^{n+1}$ which satisfies a two-sided local John condition and whose boundary is Ahlfors regular there exists $R_{o}$ (which can be taken $+\infty$ if $\partial \Omega$ is unbounded) with the following property. Let $1<p<\infty, f \in L_{1}^{p}(\partial \Omega, d \sigma), Q \in \partial \Omega, R \in\left(0, R_{o}\right), \Delta:=$ $B(Q, R) \cap \partial \Omega$. Then there exists $C=C(\Omega, p)>0$ such that

$$
\begin{align*}
{\left[f_{\Delta}\left|f-f_{\Delta}\right|^{p} d \sigma\right]^{1 / p} \leq } & C R\left[f_{5 \Delta}\left|\nabla_{\tan } f\right|^{p} d \sigma\right]^{1 / p} \\
& +C R \sum_{j=2}^{\infty} \frac{2^{-j}}{\sigma\left(2^{j} \Delta\right)} \int_{2^{j} \Delta \backslash 2^{j-1} \Delta}\left|\nabla_{\tan } f\right| d \sigma . \tag{4.2.1}
\end{align*}
$$

In particular, the above estimate holds whenever $\Omega$ is a two-sided NTA domain with an Ahlfors regular boundary.

A comment is in order here. In [103] (cf. Lemma 1.1 on p. 406), Semmes derives a Poincaré inequality of the type

$$
\begin{equation*}
f_{\Delta}\left|f-f_{\Delta}\right| d \sigma \leq C R\left[f_{5 \Delta}\left|\nabla_{\tan } f\right|^{2} d \sigma\right]^{1 / 2} \tag{4.2.2}
\end{equation*}
$$

in the case when the quantity

$$
\begin{equation*}
\|\nu\|_{\mathrm{BMO}(\partial \Omega, d \sigma)}+\sup _{X \in \partial \Omega} \sup _{0<r \leq R} \sup _{Y \in \Delta(X, R)} R^{-1}\left|\left\langle X-Y, \nu_{\Delta(X, R)}\right\rangle\right| \tag{4.2.3}
\end{equation*}
$$

is sufficiently small, and when both $f$ and $\partial \Omega$ are smooth (for a constant $C$ which is independent of smoothness). There are several aspects of this result which do not suit the purposes that we have in mind. First, the smallness condition imposed on (4.2.3) is, in effect, an a priori flatness assumption on $\partial \Omega$, a hypothesis which we wish to avoid making at this stage. Second, the smoothness assumptions on $f$ and $\partial \Omega$ play a crucial role in Semmes' proof. Among other things, this ensures that (4.2.2) holds, albeit with a 'bad' constant $C=A(\partial \Omega)$ (where $A(\partial \Omega)$ depends on the smoothness of $\partial \Omega$ ), and Semmes's strategy is to derive an estimate of the form

$$
\begin{equation*}
A(\partial \Omega) \leq C_{1} A(\partial \Omega)+C_{2} \tag{4.2.4}
\end{equation*}
$$

where the constants $C_{1}, C_{2}>0$ are independent of smoothness, and $C_{1}$ is small if (4.2.3) is small. In particular, arranging that $C_{1} \in(0,1 / 2)$ forces $A(\partial \Omega) \leq 2 C_{2}$, granted that $A(\partial \Omega)$ is known to be finite, to begin with. Such an approach clearly fails if the smoothness assumption on $\partial \Omega$ is dropped.

We remark that in contrast to situations in which an a priori estimate obtained under a hypothesis of smoothness may be used to deduce a general result via a limiting process, in the present setting it is far from clear whether it is possible to construct suitable smooth approximating surfaces in order to remove the regularity assumptions in [103].

For these reasons, we present below a conceptually different proof, which relies on the CalderónZygmund theory for singular integrals of layer potential type, developed in earlier chapters.
Proof of Proposition 4.2.1. Assume that $\Omega_{+}=\Omega$ and $\Omega_{-}=\mathbb{R}^{n+1} \backslash \bar{\Omega}$ satisfy a local John condition with constants $\theta, R_{o}$, and that $\partial \Omega$ is Ahlfors regular. Corollary 3.1.14 guarantees that $\Omega$ is a UR domain, of locally finite perimeter. Fix $R \in\left(0, R_{o}\right), Q \in \partial \Omega, p \in(1, \infty)$ and $f \in L_{1}^{p}(\partial \Omega, d \sigma)$. Next, let $E(X)$ denote the standard (radial) fundamental solution for the Laplacian in $\mathbb{R}^{n+1}$ and, for each $j=1, \ldots, n+1$, define, using the summation convention,

$$
\begin{equation*}
g_{j}(X):=-\int_{\partial \Omega}\left(\partial_{k} E\right)(X-Y)\left(\partial_{\tau_{j k}} f\right)(Y) d \sigma(Y), \quad X \in \mathbb{R}^{n+1} \backslash \partial \Omega \tag{4.2.5}
\end{equation*}
$$

In particular, $g_{j}(X)=\partial_{j} \mathcal{D} f(X)$ by (3.6.31). Also, set

$$
\begin{equation*}
\vec{g}:=\left(g_{j}\right)_{1 \leq j \leq n+1}, \quad \mu_{\Delta}:=f_{\Delta} X d \sigma(X), \quad \vec{g}_{\Delta}:=f_{\Delta} \vec{g}(X) d \sigma(X) \tag{4.2.6}
\end{equation*}
$$

Finally, introduce

$$
\begin{equation*}
h_{j}(X):=-\int_{\partial \Omega}\left(\partial_{k} E\right)(X-Y)\left(\partial_{\tau_{j k}} f\right)(Y) \mathbf{1}_{(5 \Delta)^{c}}(Y) d \sigma(Y), \tag{4.2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\vec{h}:=\left(h_{j}\right)_{1 \leq j \leq n}, \quad \vec{h}_{\Delta}=f_{\Delta} \vec{h}(X) d \sigma(X) \tag{4.2.8}
\end{equation*}
$$

With $K$ denoting the principal value version of the harmonic double layer on $\partial \Omega$, we can then write

$$
\begin{align*}
f(X) & =\left(\frac{1}{2} I+K\right) f(X)+\left(\frac{1}{2} I-K\right) f(X)  \tag{4.2.9}\\
& =\lim _{Z \in \Gamma^{+}(X), Z \rightarrow X} \mathcal{D}^{+} f(X)-\lim _{Z \in \Gamma^{-}(X), Z \rightarrow X} \mathcal{D}^{-} f(X),
\end{align*}
$$

where $\mathcal{D}^{ \pm}$is the harmonic double layer mapping functions on $\partial \Omega$ into $\Omega_{ \pm}$. If we now define

$$
\begin{equation*}
u^{+}(X):=\mathcal{D}^{+} f(X)-\left\langle X, \vec{h}_{\Delta}\right\rangle, \quad X \in \Omega_{+}, \quad u^{-}(X):=\mathcal{D}^{-} f(X)-\left\langle X, \vec{h}_{\Delta}\right\rangle, \quad X \in \Omega_{-} \tag{4.2.10}
\end{equation*}
$$

then

$$
\begin{align*}
&\left(f_{\Delta}\left|f-f_{\Delta}\right|^{p} d \sigma\right)^{1 / p} \\
&= {\left[f_{\Delta} \left\lvert\,\left(\frac{1}{2} I+K\right) f-f_{\Delta}\left(\frac{1}{2} I+K\right) f d \sigma-\left\langle X-\mu_{\Delta}, \vec{h}_{\Delta}\right\rangle\right.\right.} \\
&\left.+\left(\frac{1}{2} I-K\right) f-f_{\Delta}\left(\frac{1}{2} I-K\right) f d \sigma+\left.\left\langle X-\mu_{\Delta}, \vec{h} \Delta\right\rangle\right|^{p} d \sigma\right]^{1 / p} \\
&= {\left[f_{\Delta}\left|u^{+}-f_{\Delta} u^{+} d \sigma-u^{-}+f_{\Delta} u^{-} d \sigma\right|^{p} d \sigma\right]^{1 / p} } \\
& \leq {\left[f_{\Delta}\left|u^{+}-f_{\Delta} u^{+} d \sigma\right|^{p} d \sigma\right]^{1 / p}+\left[f_{\Delta}\left|u^{-}-f_{\Delta} u^{-} d \sigma\right|^{p} d \sigma\right]^{1 / p} } \tag{4.2.11}
\end{align*}
$$

Let $A_{\Delta}^{ \pm} \in \Omega_{ \pm}$be John centers relative to $\Delta(Q, R)$ and note that for almost every $X \in \partial \Omega$,

$$
\begin{align*}
{\left[f_{\Delta} \mid u^{ \pm}(X)-f_{\Delta} u^{ \pm}\right.} & \left.\left.d \sigma\right|^{p} d \sigma(X)\right]^{1 / p} \\
= & {\left[f_{\Delta}\left|f_{\Delta}\left(u^{ \pm}(X)-u^{ \pm}(Y)\right) d \sigma(Y)\right|^{p} d \sigma(X)\right]^{1 / p} } \\
\leq & f_{\Delta}\left[f_{\Delta}\left|u^{ \pm}(X)-u^{ \pm}(Y)\right|^{p} d \sigma(X)\right]^{1 / p} d \sigma(Y) \\
\leq & f_{\Delta}\left[f_{\Delta}\left|u^{ \pm}(X)-u^{ \pm}\left(A_{\Delta}^{ \pm}\right)\right|^{p} d \sigma(X)\right]^{1 / p} d \sigma(Y) \\
& +f_{\Delta}\left[f_{\Delta}\left|u^{ \pm}(Y)-u^{ \pm}\left(A_{\Delta}^{ \pm}\right)\right|^{p} d \sigma(X)\right]^{1 / p} d \sigma(Y) \\
= & {\left[f_{\Delta}\left|u^{ \pm}-u^{ \pm}\left(A_{\Delta}^{ \pm}\right)\right|^{p} d \sigma\right]^{1 / p}+f_{\Delta}\left|u^{ \pm}-u^{ \pm}\left(A_{\Delta}^{ \pm}\right)\right| d \sigma } \\
\leq & 2\left[f_{\Delta}\left|u^{ \pm}-u^{ \pm}\left(A_{\Delta}^{ \pm}\right)\right|^{p} d \sigma\right]^{1 / p}, \tag{4.2.12}
\end{align*}
$$

by Hölder's inequality. Thus, matters are reduced to estimating

$$
\begin{equation*}
\left[f_{\Delta}\left|u^{+}-u^{+}\left(A_{\Delta}^{+}\right)\right|^{p} d \sigma\right]^{1 / p}, \quad\left[f_{\Delta}\left|u^{-}-u^{-}\left(A_{\Delta}^{-}\right)\right|^{p} d \sigma\right]^{1 / p} \tag{4.2.13}
\end{equation*}
$$

We shall indicate how this is done for the first expression above, as the second one can be handled in a similar fashion. To proceed, we recall from Definition 3.1.12 that there exists a rectifiable path $\gamma_{X}$ joining $X$ with $A_{\Delta}^{+}$, of length $\leq C R$, and such that $\gamma_{X} \subset \Gamma_{\kappa}^{+}(X)$ for some geometrical constant $\kappa$. Let $d s$ and $Z(s)$ be, respectively, the arc-length element and arc-length parametrization of $\gamma_{X}$. Then

$$
\begin{align*}
{\left[f_{\Delta}\left|u^{+}-u^{+}\left(A_{\Delta}^{+}\right)\right|^{p} d \sigma\right]^{1 / p} } & =\left[f_{\Delta}\left|\int_{\gamma_{X}}\left\langle\dot{Z}(s), \nabla u^{+}(Z(s))\right\rangle d s\right|^{p} d \sigma(X)\right]^{1 / p} \\
& \leq C R\left[f_{\Delta}\left|\mathcal{N}\left(\left|\nabla u^{+}\right| \mathbf{1}_{B(Q, 2 R) \cap \Omega}\right)\right|^{p} d \sigma\right]^{1 / p} \tag{4.2.14}
\end{align*}
$$

On the other hand,

$$
\begin{align*}
\nabla u^{+}(X)= & \nabla \mathcal{D}^{+} f(X)-\vec{h}_{\Delta}=-\left(\int_{\partial \Omega}\left(\partial_{k} E\right)(X-Y)\left(\partial_{\tau_{j k}} f\right)(Y) \mathbf{1}_{5 \Delta}(Y) d \sigma(Y)\right)_{1 \leq j \leq n+1} \\
& -\left(\int_{\partial \Omega}\left(\partial_{k} E\right)(X-Y)\left(\partial_{\tau_{j k}} f\right)(Y) \mathbf{1}_{\partial \Omega \backslash 5 \Delta}(Y) d \sigma(Y)\right. \\
& \left.\quad-f_{\Delta} \int_{\partial \Omega}\left(\partial_{k} E\right)(Z-Y)\left(\partial_{\tau_{j k}} f\right)(Y) \mathbf{1}_{\partial \Omega \backslash 5 \Delta}(Z) d \sigma(Y) d \sigma(Z)\right)_{1 \leq j \leq n+1} \\
= & \vec{a}(X)+\vec{b}(X) . \tag{4.2.15}
\end{align*}
$$

Observe that

$$
\begin{equation*}
\left[f_{\Delta}|\mathcal{N}(\vec{a})|^{p} d \sigma\right]^{1 / p} \leq C\left[f_{5 \Delta}\left|\nabla_{\tan } f\right|^{p} d \sigma\right]^{1 / p} \tag{4.2.16}
\end{equation*}
$$

thanks to the estimates on singular integrals from $\S 3.2$. Moreover,

$$
\begin{equation*}
|\vec{b}(X)| \leq f_{\Delta}\left(\int_{\partial \Omega \backslash 5 \Delta}|(\nabla E)(X-Y)-(\nabla E)(Z-Y)|\left|\nabla_{\tan } f(Y)\right| d \sigma(Y)\right) d \sigma(Z) \tag{4.2.17}
\end{equation*}
$$

so using the Mean Value Theorem we obtain

$$
\begin{align*}
\sup _{X \in B(Q, 2 R) \cap \Omega}|\vec{b}(X)| & \leq C \int_{\partial \Omega \backslash B(Q, 2 R)} \frac{R}{|Q-Y|^{n+1}}\left|\nabla_{\tan } f(Y)\right| d \sigma(Y) \\
& \leq C \sum_{j=1}^{\infty} 2^{-j} f_{2^{j+1} \Delta \backslash 2^{j} \Delta}\left|\nabla_{\tan } f\right| d \sigma . \tag{4.2.18}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\left[f_{\Delta}\left|\mathcal{N}\left(\vec{b} \mathbf{1}_{B(Q, 2 R) \cap \Omega}\right)\right|^{p} d \sigma\right]^{1 / p} \leq C \sum_{j=1}^{\infty} \frac{2^{-j}}{\sigma\left(2^{j+1} \Delta\right)} \int_{2^{j+1} \Delta \backslash 2^{j} \Delta}\left|\nabla_{\tan } f\right| d \sigma \tag{4.2.19}
\end{equation*}
$$

Now (4.2.1) follows by combining (4.2.11), (4.2.12), (4.2.14), (4.2.15), (4.2.16) and (4.2.19).
This Poincaré lemma enables us to establish the following, which will be of great use both in the proof of Semmes' Decomposition Theorem, to be discussed shortly, as well as later, in §4.5.

Theorem 4.2.2 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is an open set that satisfies a two-sided local John condition and whose boundary is Ahlfors regular (in particular, any two-sided NTA domain with Ahlfors regular boundary will do).

Then there exist $R_{o}$ (which can be taken $+\infty$ if $\Omega$ is unbounded) and $C=C(\Omega)>0$ with the property that for each $\varepsilon \in(0,1), X \in \partial \Omega$ and $R \in\left(0, R_{o}\right)$, there holds

$$
\begin{equation*}
\sup _{Y \in \Delta(X, 2 R)} R^{-1}\left|\left\langle X-Y, \nu_{\Delta(X, R)}\right\rangle\right| \leq C\|\nu\|_{*}\left(\Delta\left(X, 8 \varepsilon^{-1} R\right)\right)+C \varepsilon, \tag{4.2.20}
\end{equation*}
$$

where $\nu_{\Delta(X, R)}:=f_{\Delta(X, R)} \nu d \sigma$.
It is not too hard to show that if $\Omega \subset \mathbb{R}^{n+1}$ is a set of locally finite perimeter which satisfies an exterior corkscrew condition then

$$
\begin{equation*}
\lim _{\substack{Y \rightarrow X \\ Y \in \partial \Omega}}\left\langle\nu(X), \frac{X-Y}{|X-Y|}\right\rangle=0, \quad \forall X \in \partial^{*} \Omega \tag{4.2.21}
\end{equation*}
$$

This is implicit in the proof of Lemma A.1.3 of [66]. (Let us recall in this context that the exterior corkscrew condition on $\Omega$ implies $\partial \Omega=\partial \bar{\Omega}$.) The usefulness of (4.2.20) stems from the fact that this estimate gives, at each fixed scale, a quantitative control of the inner product between the average of unit normal and the (normalized) chord in terms of the corresponding local mean oscillations of the unit normal.

Before presenting the proof of Theorem 4.2.2, we record the following useful corollary.

Corollary 4.2.3 Granted the geometrical hypotheses on $\Omega$ made in the statement of Theorem 4.2.2, there exists a finite geometrical constant $C=C(\Omega)>0$ such that

$$
\begin{equation*}
\sup _{X \in \partial \Omega} \sup _{R>0} \sup _{Y \in \Delta(X, 2 R)} R^{-1}\left|\left\langle X-Y, \nu_{\Delta(X, R)}\right\rangle\right| \leq C\|\nu\|_{\mathrm{BMO}}^{(\partial \Omega, d \sigma)}{ }^{\text {, }} \tag{4.2.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{R \rightarrow 0^{+}}\left[\sup _{X \in \partial \Omega} \sup _{Y \in \Delta(X, 2 R)} R^{-1}\left|\left\langle X-Y, \nu_{\Delta(X, R)}\right\rangle\right|\right] \leq C \operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma)) \tag{4.2.23}
\end{equation*}
$$

Proof. First, (4.2.22) follows easily by estimating $\|\nu\|_{*}\left(\Delta\left(X, 8 \varepsilon^{-1} R\right)\right) \leq\|\nu\|_{\mathrm{BMO}(\partial \Omega, d \sigma)}$ and then letting $\varepsilon>0$ approach 0 in (4.2.20). As for (4.2.23), we take the supremum of both sides in (4.2.20) with respect to $X \in \partial \Omega$, then invoke (2.4.77), before making $\varepsilon \rightarrow 0^{+}$.

Estimate (4.2.22) is the main result in [103] and Semmes establishes this in the case when $\partial \Omega$ is a $C^{\infty}$ smooth surface using his Poincaré type inequality (Lemma 1.1 on p. 406 of [103]). The necessity that $\partial \Omega$ is smooth in Semmes' argument is inherited from here (see the comments following the statement of Proposition 4.2.1). In our situation, we shall employ our version of Poincaré inequality from Proposition 4.2 .1 when dealing with (4.2.20). The appearance of $\varepsilon$ in (4.2.20) is an artifact attributed to our Poincaré inequality being weaker than the standard version, due to the presence of the series in the right-hand side of (4.2.1). As already seen in the proof of Corollary 4.2.3, this is not a serious impediment.

Proof of Theorem 4.2.2. Let $R_{o}$ be such that the Poincaré inequality from Proposition4.2.1 applies on surface balls of radius $\leq C R_{o}$, where $C$ is a large, suitable geometrical constant.

To justify (4.2.20), fix $X \in \Omega, R \in\left(0, R_{o}\right), \varepsilon \in(0,1)$ and abbreviate $\Delta:=\Delta(X, R)$. Consider next

$$
\begin{equation*}
g_{X}(Y):=\left\langle X-Y, \nu_{\Delta}\right\rangle, \quad Y \in \partial \Omega . \tag{4.2.24}
\end{equation*}
$$

For this function, we claim that the following estimate is valid:

$$
\begin{equation*}
\left|g_{X}(Y)-g_{X}\left(Y^{\prime}\right)\right| \leq C(\Omega, \alpha) R^{1-\alpha}\left|Y-Y^{\prime}\right|^{\alpha}\left\{\|\nu\|_{*}\left(\Delta\left(X, 8 \varepsilon^{-1} R\right)\right)+\varepsilon\right\}, \quad \forall Y, Y^{\prime} \in 2 \Delta \tag{4.2.25}
\end{equation*}
$$

for each $\alpha \in(0,1)$. Granted this, choosing $Y^{\prime}=X$ yields

$$
\begin{equation*}
\left|g_{X}(Y)\right| \leq C R\|\nu\|_{*}\left(\Delta\left(X, 8 \varepsilon^{-1} R\right)\right)+C R \varepsilon, \quad \forall Y \in 2 \Delta \tag{4.2.26}
\end{equation*}
$$

which readily gives (4.2.20). Therefore, there remains to prove (4.2.25). First note that

$$
\begin{align*}
\left|\nabla_{\tan } g_{X}(Y)\right| & =\left|\nabla g_{X}(Y)-\left\langle\nabla g_{X}(Y), \nu(Y)\right\rangle \nu(Y)\right| \\
& =\left|\nu_{\Delta}-\left\langle\nu_{\Delta}, \nu(Y)\right\rangle \nu(Y)\right| \\
& =\left|\nu_{\Delta}-\nu(Y)-\left\langle\nu_{\Delta}-\nu(Y), \nu(Y)\right\rangle \nu(Y)\right| \\
& \leq 2\left|\nu_{\Delta}-\nu(Y)\right| . \tag{4.2.27}
\end{align*}
$$

Fix an arbitrary surface ball $\Delta_{r}$ or radius $r$ such that $\Delta_{r} \subset \Delta$ and set $N:=\left[-\log _{2} \varepsilon\right]+1$. In particular, $2^{N} \sim \varepsilon^{-1}$ and $2^{-N} \sim \varepsilon$. Then for each $p, q \in(1, \infty)$, the estimate (4.2.27), our Poincaré inequality, John-Nirenberg's inequality and the fact that $|\nu|=1$ yield

$$
\begin{align*}
& \frac{1}{r}\left(f_{\Delta_{r}}\left|g_{X}-\left(g_{X}\right)_{\Delta_{r}}\right|^{p} d \sigma\right)^{1 / p} \leq C\left(f_{4 \Delta_{r}}\left|\nabla_{\tan } g_{X}\right|^{p} d \sigma\right)^{1 / p}+C \sum_{j=1}^{\infty} 2^{-j} f_{2^{j+1} \Delta_{r}}\left|\nabla_{\tan } g_{X}\right| d \sigma \\
& \leq C\left(f_{4 \Delta_{r}}\left|\nu-\nu_{\Delta}\right|^{p} d \sigma\right)^{1 / p}+C \sum_{j=1}^{\infty} 2^{-j} f_{2^{j+1} \Delta_{r}}\left|\nu-\nu_{\Delta}\right| d \sigma \\
& \leq C \sum_{j=1}^{\infty} 2^{-j}\left(f_{2^{j+1} \Delta_{r}}\left|\nu-\nu_{\Delta}\right|^{p q} d \sigma\right)^{1 /(p q)} \\
& \quad \leq C \sum_{j=1}^{\infty}\left(2^{j} r\right)^{-n /(p q)} 2^{-j}\left(\int_{2^{j+2} \Delta}\left|\nu-\nu_{\Delta}\right|^{p q} d \sigma\right)^{1 /(p q)} \\
& \quad \leq C\left(\frac{R}{r}\right)^{n /(p q)} \sum_{j=1}^{\infty} 2^{-j}\left(f_{2^{j+2} \Delta}\left|\nu-\nu_{\Delta}\right|^{p q} d \sigma\right)^{1 /(p q)} \\
& \quad \leq C\left(\frac{R}{r}\right)^{n /(p q)}\left\{\sum_{j=1}^{N} 2^{-j}\left(f_{2^{j+2} \Delta}|\nu-\nu|^{p q} d \sigma\right)^{1 /(p q)}+2^{-N}\right\} \\
& \quad \leq C\left(\frac{R}{r}\right)^{n /(p q)}\left\{\left(\sum_{j=1}^{\infty} j 2^{-j}\right)\|\nu\|_{*}\left(\Delta\left(X, 2^{N+3} R\right)\right)+2^{-N}\right\} \\
& \quad \leq C\left(\frac{R}{r}\right)^{n /(p q)}\left\{\|\nu\|_{*}\left(\Delta\left(X, 8 \varepsilon^{-1} R\right)\right)+\varepsilon\right\} . \tag{4.2.28}
\end{align*}
$$

Given $\alpha \in(0,1)$, if $p, q \in(1, \infty)$ are chosen such that $\alpha=1-n /(p q)$, then the above estimate gives

$$
\begin{equation*}
r^{-\alpha}\left(f_{\Delta_{r}}\left|g_{X}-\left(g_{X}\right)_{\Delta_{r}}\right|^{p} d \sigma\right)^{1 / p} \leq C(\Omega, p, \alpha) R^{1-\alpha}\left\{\|\nu\|_{*}\left(\Delta\left(X, 8 \varepsilon^{-1} R\right)\right)+\varepsilon\right\} . \tag{4.2.29}
\end{equation*}
$$

Using N. Meyer's criterion for Hölder continuity ([81]) we may then estimate

$$
\begin{align*}
\sup _{Y, Y^{\prime} \in 2 \Delta} \frac{\left|g_{X}(Y)-g_{X}\left(Y^{\prime}\right)\right|}{\left|Y-Y^{\prime}\right|^{\alpha}} & \leq C \sup _{\Delta_{r} \subset \Delta} r^{-\alpha} f_{\Delta_{r}}\left|g_{X}(Y)-\left(g_{X}\right)_{\Delta_{r}}\right| d \sigma(Y) \\
& \leq C \sup _{\Delta_{r} \subset \Delta} r^{-\alpha}\left(f_{\Delta_{r}}\left|g_{X}(Y)-\left(g_{X}\right)_{\Delta_{r}}\right|^{p} d \sigma(Y)\right)^{1 / p} \\
& \leq C R^{1-\alpha}\left\{\|\nu\|_{*}\left(\Delta\left(X, 8 \varepsilon^{-1} R\right)\right)+\varepsilon\right\} . \tag{4.2.30}
\end{align*}
$$

Let us remark that while the setting in [81] is that of the ordinary Euclidean space, Meyer's argument carries over to the current setting. Indeed, the key ingredients in the proof are: (i) the classical Calderón-Zygmund lemma, and (ii) the fact that that the estimate under discussion rescales naturally under dilations. That the Calderón-Zygmund lemma continues to be valid in the
setting of spaces of homogeneous type is well-known; see, e.g., [22]. As for (ii), the feature which is lost when replacing the Euclidean space $\mathbb{R}^{n}$ by $\partial \Omega$ is that, as opposed to the latter, the former is stable under dilations. One possible remedy is to consider, in place of just one domain $\Omega$, the entire class of domains whose boundaries are Ahlfors-regular, with fixed Ahlfors regularity constants. This class is then stable under dilations and the same type of argument as in [81] continues to work in this context.

Now, estimate (4.2.30) justifies (4.2.25), thus finishing the proof of the theorem.
We now turn our attention to an important tool, Semmes' decomposition theorem, which originally appeared in Proposition 5.1 on p. 212 of [101]. In [101], this result was stated for $C^{2}$ surfaces, albeit the constants involved were independent of smoothness. A more general formulation, in which the $C^{2}$ smoothness assumption is replaced by Reifenberg flatness, appears in Theorem 4.1 on p. 398 of [65] (see also the comments on p. 66 in [15]). Here, however, our goal is to start with a different set of hypotheses which, a priori, do not specifically require the domain in question to be Reifenberg flat. More concretely, we shall ask instead that the domain satisfies a two-sided local John condition, its boundary is Ahlfors regular, and that its unit normal has a small local BMO norm. Cf. Theorem 4.2.4 below. As pointed out in Corollary 4.2.5, the class of domains just described include any two-sided NTA domain with an Ahlfors regular boundary and whose unit normal has a small local BMO norm.

Once Semmes' decomposition theorem is established in this context, we can then show that any domain satisfying the aforementioned hypotheses is necessarily Reifenberg flat (at an appropriate scale). This is accomplished later, in Theorem 4.2.7.

Theorem 4.2.4 Let $\Omega \subset \mathbb{R}^{n+1}$ be an open set that satisfies a two-sided local John condition and whose boundary is Ahlfors regular.

Then there exists a geometrical constant $C_{*}>1$ with the following significance: suppose that there exists $\delta \in\left(0,1 /\left(10 C_{*}\right)\right)$ with the property that for every compact set $\mathcal{K} \subset \mathbb{R}^{n+1}$ there exists $R_{\mathcal{K}}>0$ for which

$$
\begin{equation*}
\sup _{Q \in \mathcal{K} \cap \partial \Omega}\|\nu\|_{*}\left(\Delta\left(Q, R_{\mathcal{K}}\right)\right) \leq \delta \tag{4.2.31}
\end{equation*}
$$

Then for every compact set $\mathcal{K} \subset \mathbb{R}^{n+1}$ there exist $C_{1}, C_{2}, C_{3}, C_{4}>0$ depending only on $\Omega$ and $\mathcal{K}$, along with $R_{*}>0$ depending on $\Omega, \mathcal{K}$ and $\delta$, for which the following holds. If $Q \in \mathcal{K} \cap \partial \Omega$ and $0<r \leq R_{*}$, then there exists a unit vector $\vec{n}_{Q, r}$ and a Lipschitz function

$$
\begin{equation*}
h: H(Q, r):=\left\langle\vec{n}_{Q, r}\right\rangle^{\perp} \longrightarrow \mathbb{R}, \quad \text { with }\|\nabla h\|_{L^{\infty}} \leq C_{3} \delta \tag{4.2.32}
\end{equation*}
$$

and whose graph

$$
\begin{equation*}
\mathcal{G}:=\left\{X=Q+\zeta+t \vec{n}_{Q, r}: \zeta \in H(Q, r), t=h(\zeta)\right\} \tag{4.2.33}
\end{equation*}
$$

(in the coordinate system $X=(\zeta, t) \Leftrightarrow X=Q+\zeta+t \vec{n}_{Q, r}, \zeta \in H(Q, r), t \in \mathbb{R}$ ) is a good approximation of $\partial \Omega$ in the cylinder

$$
\begin{equation*}
\mathcal{C}(Q, r):=\left\{Q+\zeta+t \vec{n}_{Q, r}: \zeta \in H(Q, r),|\zeta| \leq r,|t| \leq r\right\} \tag{4.2.34}
\end{equation*}
$$

in the following sense. With $C_{j}=C_{j}(\Omega, \mathcal{K}), 1 \leq j \leq 3$, as above,

$$
\begin{equation*}
\sigma(\mathcal{C}(Q, r) \cap(\partial \Omega \triangle \mathcal{G})) \leq C_{1} \omega_{n} r^{n} \exp \left(-C_{2} / \delta\right) \tag{4.2.35}
\end{equation*}
$$

Also, there exist two disjoint sets $G(Q, r)$ ('good') and $E(Q, r)$ ('evil') such that

$$
\begin{align*}
& \mathcal{C}(Q, r) \cap \partial \Omega=G(Q, r) \cup E(Q, r) \quad \text { with } \quad G(Q, r) \subset \mathcal{G}  \tag{4.2.36}\\
& \text { and } \quad \sigma(E(Q, r)) \leq C_{1} \omega_{n} r^{n} \exp \left(-C_{2} / \delta\right) . \tag{4.2.37}
\end{align*}
$$

Moreover, if $\Pi: \mathbb{R}^{n+1} \longrightarrow H(Q, r)$ is defined by $\Pi(X)=\zeta$ if $X=Q+\zeta+t \vec{n}_{Q, r} \in \mathbb{R}^{n+1}$ with $\zeta \in H(Q, r)$ and $t \in \mathbb{R}$, then

$$
\begin{equation*}
\left|X-\left(Q+\Pi(X)+h(\Pi(X)) \vec{n}_{Q, r}\right)\right| \leq C_{3} \delta \operatorname{dist}(\Pi(X), \Pi(G(Q, r))), \quad \forall X \in E(Q, r) \tag{4.2.38}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathcal{C}(Q, r) \cap \partial \Omega \subseteq\left\{Q+\zeta+t \vec{n}_{Q, r}:|t| \leq C_{3} \delta r, \zeta \in H(Q, r)\right\}  \tag{4.2.39}\\
& \Pi(\mathcal{C}(Q, r) \cap \partial \Omega)=\{\zeta \in H(Q, r):|\zeta|<r\} \tag{4.2.40}
\end{align*}
$$

Finally,

$$
\begin{equation*}
\left(1-C_{4} \delta\right) \omega_{n} r^{n} \leq \sigma(\Delta(Q, r)) \leq\left(1+C_{4} \delta\right) \omega_{n} r^{n} \tag{4.2.41}
\end{equation*}
$$

Thus, heuristically, the fact that a domain $\Omega \subset \mathbb{R}^{n+1}$ satisfies a two-sided local John condition, has an Ahlfors regular boundary, and its unit normal has small local mean oscillations, implies that, at an appropriate scale (within a cylinder) $\partial \Omega$ agrees with the graph of a function with small Lipschitz constant except for a small bad set, while staying close to the this graph even on the bad set.

Before presenting the proof of this result we record a consequence and a related result, of independent interest. The first one is a direct consequence of Lemma 3.1.13.

Corollary 4.2.5 Assume that $\Omega$ is a two-sided NTA domain in $\mathbb{R}^{n+1}$ with the property that $\partial \Omega$ is Ahlfors regular and such that (4.2.31) holds. Then the conclusions in Theorem 4.2.4 remain valid in this context.

The second result is readily seen from definitions.
Proposition 4.2.6 Assume that $\Omega$ satisfies a two-sided corkscrew condition and $\partial \Omega$ is Ahlfors regular. Also, suppose that $\partial \Omega$ is $\delta$-Semmes decomposable (i.e., the conclusions in Theorem 4.2.4 hold) for some $\delta>0$ which is small relative to the corkscrew constant of $\Omega$. Then $\partial \Omega$ is $\delta_{o}$-Reifenberg flat, with $\delta_{o}=C \delta$ for some geometric constant $C>0$.

We now present the
Proof of Theorem 4.2.4. Let $\delta>0$ be such that $\delta^{2} \in\left(0, \frac{1}{10 C_{*}}\right)$, with $C_{*}$ to be specified later, and fix an arbitrary compact $\mathcal{K} \subset \mathbb{R}^{n+1}$. Set $\tilde{\mathcal{K}}:=\left\{X \in \mathbb{R}^{n+1}: \operatorname{dist}(X, \mathcal{K}) \leq 1\right\}$. Our hypotheses imply the existence of some $R_{\tilde{\mathcal{K}}}>0$ such that

$$
\begin{equation*}
\|\nu\|_{*}\left(\Delta\left(X, R_{\tilde{\mathcal{K}}}\right)\right) \leq \delta^{2} \quad \text { for each } \quad X \in \tilde{\mathcal{K}} \cap \partial \Omega . \tag{4.2.42}
\end{equation*}
$$

If we now introduce $R_{*}:=\min \left\{\delta^{2} R_{\tilde{\mathcal{K}}} /(8 C), R_{\tilde{\mathcal{K}}} / 8, R_{o} / 100,1\right\}$, where $R_{o}$ is the constant used in the statement of Theorem 4.2.2 and $C>0$ is the constant appearing in (4.2.20), Theorem 4.2.2 gives

$$
\begin{equation*}
\sup _{0<r<R_{*}} \sup _{X \in \tilde{\mathcal{K}} \cap \partial \Omega} \sup _{Y \in \Delta(X, 2 r)} r^{-1}\left|\left\langle X-Y, \nu_{\Delta(X, r)}\right\rangle\right| \leq 2 \delta^{2}, \tag{4.2.43}
\end{equation*}
$$

where, as in the past, $\nu_{\Delta(X, r)}:=f_{\Delta(X, r)} \nu d \sigma$. For $R>0$ and $X \in \partial \Omega$, set

$$
\begin{equation*}
\nu_{X, R}^{*}(Y):=\sup _{\rho \in(0, R)} f_{\Delta(Y, \rho)}\left|\nu(Z)-\nu_{\Delta(X, 2 R)}\right| d \sigma(Z), \quad Y \in \partial \Omega . \tag{4.2.44}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\nu_{X, R}^{*}(Y) \leq \mathcal{M}\left(\left|\nu-\nu_{\Delta(X, 2 R)}\right| \mathbf{1}_{\Delta(X, 2 R)}\right)(Y), \quad \forall Y \in \Delta(X, R) \tag{4.2.45}
\end{equation*}
$$

where $\mathcal{M}$ is the Hardy-Littlewood maximal function on $\partial \Omega$. Thus, by (4.2.45), the boundedness of $\mathcal{M}$ on $L^{2}(\partial \Omega, d \sigma)$, John-Nirenberg's inequality and (4.2.42), we have

$$
\begin{equation*}
\left(f_{\Delta(X, R)}\left|\nu_{X, R}^{*}(Y)\right|^{2} d \sigma(Y)\right)^{1 / 2} \leq C\left(f_{\Delta(X, 2 R)}\left|\nu(Y)-\nu_{\Delta(X, 2 R)}\right|^{2} d \sigma(Y)\right)^{1 / 2} \leq C \delta^{2} \tag{4.2.46}
\end{equation*}
$$

whenever $X \in \tilde{\mathcal{K}} \cap \partial \Omega$ and $0<R<R_{\tilde{\mathcal{K}}} / 2$.
Next, fix a point $Q \in \mathcal{K} \cap \partial \Omega$ and choose $C_{*}:=\max \{C, 1\}$, where $C$ is the geometrical constant appearing in (4.2.46). If $0<\delta^{2}<\left(10 C_{*}\right)^{-1}$ and $R \in\left(0, R_{\tilde{\mathcal{K}}} / 2\right)$ it follows from this that there exists $Y_{o} \in \Delta(Q, R)$ such that $\nu_{Q, R}^{*}\left(Y_{o}\right) \leq 1 / 10$. Since matters can be arranged so that $\left|\nu\left(Y_{o}\right)-\nu_{\Delta(Q, 2 R)}\right| \leq \nu_{Q, R}^{*}\left(Y_{o}\right)$, this forces

$$
\begin{equation*}
\frac{9}{10} \leq\left|\nu_{\Delta(Q, 2 R)}\right| \leq 1, \quad \forall R \in\left(0, R_{\tilde{\mathcal{K}}} / 2\right) . \tag{4.2.47}
\end{equation*}
$$

In particular, for each $r \in\left(0, R_{*}\right)$,

$$
\begin{equation*}
\vec{n}_{Q, r}:=\frac{\nu_{\Delta(Q, 4 r)}}{\left|\nu_{\Delta(Q, 4 r)}\right|} \tag{4.2.48}
\end{equation*}
$$

is a well-defined unit vector in $\mathbb{R}^{n+1}$. Set $H(Q, r):=\left\{X \in \mathbb{R}^{n+1}:\left\langle X, \vec{n}_{Q, r}\right\rangle=0\right\}$ and introduce a new system of coordinates in $\mathbb{R}^{n+1}$ by setting

$$
\begin{equation*}
X=(\zeta, t) \Longleftrightarrow X=Q+t \vec{n}_{Q, r}+\zeta, \quad t \in \mathbb{R}, \quad \zeta \in H(Q, r) \tag{4.2.49}
\end{equation*}
$$

Also, define $\Pi: \mathbb{R}^{n+1} \longrightarrow H(Q, r)$ by $\Pi(X)=\zeta$ if $X=(\zeta, t)$, and write $\zeta(X), t(X)$ in place of $\zeta, t$ whenever necessary to stress the dependence of the new coordinates on the point $X \in \mathbb{R}^{n+1}$. Finally, consider the cylinder $\mathcal{C}(Q, r)$ defined as in (4.2.34) and introduce

$$
G(Q, r):=\left\{X \in \mathcal{C}(Q, r) \cap \partial \Omega: \nu_{Q, 2 r}^{*}(X) \leq \delta\right\}, \quad E(Q, r):=(\mathcal{C}(Q, r) \cap \partial \Omega) \backslash G(Q, r)(4.2 .50)
$$

Next, we claim that there exist two geometrical constants $C>0, c>0$ such that

$$
\begin{equation*}
f_{\Delta(Q, 2 r)} \exp \left(c \delta^{-2} \nu_{Q, 2 r}^{*}\right) d \sigma \leq C . \tag{4.2.51}
\end{equation*}
$$

Granted this, we may then conclude that

$$
\begin{equation*}
\exp (c / \delta) \frac{\sigma(E(Q, r))}{\sigma(\Delta(Q, 2 r))} \leq \frac{1}{\sigma(\Delta(Q, 2 r))} \int_{E(Q, r)} \exp \left(c \delta^{-2} \nu_{Q, 2 r}^{*}\right) d \sigma \leq C, \tag{4.2.52}
\end{equation*}
$$

from which the estimate (4.2.37) follows. To justify (4.2.51), set $f:=\mathcal{M}\left(\left|\nu-\nu_{\Delta(Q, 4 r)}\right| \mathbf{1}_{\Delta(Q, 4 r)}\right)$, so that $\nu_{Q, 2 r}^{*}(X) \leq f(X)$ if $X \in \Delta(Q, 2 r)$. Expanding the exponential function into an infinite power series we may then write

$$
\begin{align*}
& f_{\Delta(Q, 2 r)} \exp \left(c \delta^{-2} \nu_{Q, r}^{*}\right) d \sigma \leq f_{\Delta(Q, 2 r)} \exp \left(c \delta^{-2} f\right) d \sigma \\
& \quad=\frac{1}{\sigma(\Delta(Q, 2 r))} \int_{0}^{\infty} \sigma\left(\left\{X \in \Delta(Q, 2 r): \exp \left(c \delta^{-2} f(X)\right)>\lambda\right\}\right) d \lambda \\
& \quad \leq 1+\frac{1}{\sigma(\Delta(Q, 2 r))} \int_{1}^{\infty} \sigma\left(\left\{X \in \Delta(Q, 2 r): \exp \left(c \delta^{-2} f(X)\right)>\lambda\right\}\right) d \lambda \\
& \quad \leq 1+\frac{1}{\sigma(\Delta(Q, 2 r))} \int_{0}^{\infty} \sigma\left(\left\{X \in \Delta(Q, 2 r): c \delta^{-2} f(X)>s\right\}\right) e^{s} d s \\
& \quad \leq e+\frac{1}{\sigma(\Delta(Q, 2 r))} \sum_{k=0}^{\infty} \frac{1}{k!} \int_{1}^{\infty} \sigma\left(\left\{X \in \Delta(Q, 2 r): f(X)>s \delta^{2} / c\right\}\right) s^{k} d s \tag{4.2.53}
\end{align*}
$$

To continue, note that for every $p \in[2, \infty)$, the $L^{p}$-boundedness of the Hardy-Littlewood maximal operator (with bounds independent of $p$ ) gives

$$
\begin{align*}
\frac{\sigma\left(\left\{X \in \Delta(Q, 2 r): f(X)>s \delta^{2} / c\right\}\right)}{\sigma(\Delta(Q, 2 r))} & \leq\left(\frac{c}{s \delta^{2}}\right)^{p} f_{\Delta(Q, 2 r)} f(X)^{p} d \sigma(X)  \tag{4.2.54}\\
& \leq C\left(\frac{c}{s \delta^{2}}\right)^{p} f_{\Delta(Q, 4 r)}\left|\nu(X)-\nu_{\Delta(Q, 4 r)}\right|^{p} d \sigma(X)
\end{align*}
$$

and we now claim that

$$
\begin{equation*}
f_{\Delta(Q, 4 r)}\left|\nu(X)-\nu_{\Delta(Q, 4 r)}\right|^{p} d \sigma(X) \leq C_{1} \Gamma(p+1)\left(C_{2}\|\nu\|_{*}(\Delta(Q, 4 r))\right)^{p} \tag{4.2.55}
\end{equation*}
$$

where $\Gamma(t):=\int_{0}^{\infty} \lambda^{t-1} e^{-\lambda} d \lambda$ is the Gamma function. Taking this inequality for granted for the time being, we combine (4.2.55) and (4.2.54) and recall that $\|\nu\|_{*}(\Delta(Q, 4 r)) \leq \delta$ to obtain

$$
\begin{equation*}
\frac{\sigma\left(\left\{X \in \Delta(Q, 4 r): f(X)>s \delta^{2} / c\right\}\right)}{\sigma(\Delta(Q, 4 r))} \leq C_{1} \Gamma(p+1)\left(\frac{c C_{2}}{s}\right)^{p} \tag{4.2.56}
\end{equation*}
$$

for each $p \in[2, \infty)$. Utilizing (4.2.56), in which we take $p=k+2, k=0,1, \ldots$, back into (4.2.53) then yields

$$
\begin{equation*}
f_{\Delta(Q, 2 r)} \exp \left(c \delta^{-2} \nu_{Q, 4 r}^{*}\right) d \sigma \leq C_{o}+C_{1} \sum_{k=0}^{\infty} k^{3} \int_{1}^{\infty} s^{k}\left(\frac{c C_{2}}{s}\right)^{k+2} d s=: C<+\infty \tag{4.2.57}
\end{equation*}
$$

if $0<c<1 / C_{2}$. This finishes the proof of (4.2.51), modulo that of (4.2.55). As regards the latter, we use following the John-Nirenberg level set estimate with exponential bound

$$
\begin{equation*}
\sigma\left(\left\{X \in \Delta(Q, 4 r):\left|\nu(X)-\nu_{\Delta(Q, 4 r)}\right|>\lambda\right\}\right) \leq C \exp \left(\frac{-C_{2} \lambda}{\|\nu\|_{*}(\Delta(Q, 4 r))}\right) \tag{4.2.58}
\end{equation*}
$$

(whose validity in the context of spaces of homogeneous type is well-known; see, e.g., [1], [23], and Theorem 2 on p. 33 in [110]), in order to write

$$
\begin{align*}
f_{\Delta(Q, 4 r)}\left|\nu(X)-\nu_{\Delta(Q, 4 r)}\right|^{p} d \sigma(X) & =p \int_{0}^{\infty} \lambda^{p-1} \sigma\left(\left\{X \in \Delta(Q, 4 r):\left|\nu(X)-\nu_{\Delta(Q, 4 r)}\right|>\lambda\right\}\right) d \lambda \\
& \leq C_{1} p \int_{0}^{\infty} \lambda^{p-1} \exp \left(\frac{-C_{2} \lambda}{\|\nu\|_{*}(\Delta(Q, 4 r))}\right) d \lambda \\
& \leq C_{1} p\left(C_{2}\|\nu\|_{*}(\Delta(Q, 4 r))\right)^{p} \int_{0}^{\infty} t^{p-1} e^{-t} d t \\
& =C_{1} p \Gamma(p)\left(C_{2}\|\nu\|_{*}(\Delta(Q, 4 r))\right)^{p} \tag{4.2.59}
\end{align*}
$$

Since $p \Gamma(p)=\Gamma(p+1)$, this justifies (4.2.55) and concludes the proof of (4.2.51).
We now turn to the task of constructing the Lipschitz function $h$. As a preliminary matter, we note here that the estimate (4.2.43) gives

$$
\begin{align*}
\left|\left\langle X-Y, \nu_{\Delta(Q, 4 r)}\right\rangle\right| & \leq\left|\left\langle X-Y, \nu_{\Delta(X,|X-Y|)}\right\rangle\right|+|X-Y|\left|\nu_{\Delta(Q, 4 r)}-\nu_{\Delta(X,|X-Y|)}\right| \\
& \leq 2 \delta^{2}|X-Y|+|X-Y| f_{\Delta(X,|X-Y|)}\left|\nu-\nu_{\Delta(Q, 4 r)}\right| d \sigma \\
& \leq\left(2 \delta^{2}+\nu_{Q, 2 r}^{*}(X)\right)|X-Y|, \tag{4.2.60}
\end{align*}
$$

provided $X \in \tilde{\mathcal{K}} \cap \partial \Omega, r \in\left(0, R_{*}\right)$ and $Y \in B(X, 2 r)$. Also, recall from (4.2.49) that

$$
\begin{equation*}
t(X)=\left\langle X-Q, \vec{n}_{Q, r}\right\rangle, \quad X \in \mathbb{R}^{n+1} \tag{4.2.61}
\end{equation*}
$$

This, (4.2.47)-(4.2.48) and (4.2.60) then allow us to control

$$
\begin{align*}
|t(X)-t(Y)| & =\left|\left\langle X-Y, \vec{n}_{Q, r}\right\rangle\right| \\
& \leq \frac{10}{9}\left|\left\langle X-Y, \nu_{\Delta(Q, 4 r)}\right\rangle\right| \leq 4 \delta|X-Y| \tag{4.2.62}
\end{align*}
$$

whenever $X \in G(Q, r), Y \in B(X, 2 r), r \in\left(0, R_{*}\right)$. (Note that $X \in G(Q, r)$ implies $X \in \tilde{\mathcal{K}} \cap \partial \Omega$.) On the other hand, we may write $\zeta(X)-\zeta(Y)=X-Y-(t(X)-t(Y)) \vec{n}_{Q, r}$ so that

$$
\begin{equation*}
|\zeta(X)-\zeta(Y)| \geq|X-Y|-|t(X)-t(Y)| \geq(1-4 \delta)|X-Y|, \tag{4.2.63}
\end{equation*}
$$

granted that $X, Y$ are as above. Combining (4.2.62) and (4.2.63) then gives

$$
\begin{gather*}
|t(X)-t(Y)| \leq \frac{4 \delta}{1-4 \delta}|\zeta(X)-\zeta(Y)| \leq C \delta|\zeta(X)-\zeta(Y)|,  \tag{4.2.64}\\
X \in G(Q, r), \quad Y \in B(X, 2 r)
\end{gather*}
$$

for some geometrical constant $C>0$. As a consequence, the projection $\Pi$ is one-to-one on $G(Q, r)$ and, hence, the mapping

$$
\begin{equation*}
h: \Pi(G(Q, r)) \longrightarrow \mathbb{R}, \quad h(\zeta(X)):=t(X), \tag{4.2.65}
\end{equation*}
$$

is well-defined. By (4.2.64), this mapping satisfies a Lipschitz condition with constant $C \delta$. It can be therefore extended as a Lipschitz function, which we continue to denote by $h$, to the entire hyperplane $H(Q, r)$, with constant $\leq C \delta$. Note that its graph $\mathcal{G}$ (in the $(\zeta, t)$-system of coordinates) contains $\{(\zeta(X), t(X)): X \in G(Q, r)\}=G(Q, r)$.

The inclusion (4.2.39) is a direct consequence of the convention (4.2.49), formula (4.2.61) and estimate (4.2.43). In turn, this implies that the connected sets

$$
\begin{align*}
\mathcal{C}^{+}(Q, r) & :=\left\{(\zeta, t):|\zeta| \leq r,-r<t<-C_{3} \delta r\right\},  \tag{4.2.66}\\
\mathcal{C}^{-}(Q, r) & :=\left\{(\zeta, t):|\zeta| \leq r, C_{3} \delta r<t<r\right\},
\end{align*}
$$

do not intersect $\partial \Omega$. Thus, $\Omega_{+}:=\Omega$ and $\Omega_{-}:=\mathbb{R}^{n+1} \backslash \bar{\Omega}$ form a disjoint, open cover of $\mathcal{C}^{ \pm}(Q, r)$ and since the two-sided corkscrew condition guarantees that $\mathcal{C}^{ \pm}(Q, r) \cap \Omega_{ \pm} \neq \emptyset$, we may finally conclude that

$$
\begin{equation*}
\mathcal{C}^{+}(Q, r) \subseteq \Omega_{+} \quad \text { and } \quad \mathcal{C}^{-}(Q, r) \subseteq \Omega_{-} . \tag{4.2.67}
\end{equation*}
$$

Now, clearly, $\Pi(\mathcal{C}(Q, r) \cap \partial \Omega) \subseteq\{\zeta \in H(Q, r),|\zeta| \leq r\}$. The opposite inclusion fails only when there exists a line segment parallel to $\vec{n}_{Q, r}$ whose two endpoints belong to $\mathcal{C}^{+}(Q, r)$ and to $\mathcal{C}^{-}(Q, r)$, respectively, and which does not intersect $\partial \Omega$. However, (4.2.67) and simple connectivity arguments rule out this scenario, hence (4.2.40) is proved.

Going further, observe that (4.2.40) implies

$$
\begin{equation*}
\{\zeta \in H(Q, r),|\zeta| \leq r\} \backslash \Pi(G(Q, r)) \subseteq \Pi(E(Q, r)) \tag{4.2.68}
\end{equation*}
$$

so that

$$
\begin{align*}
\mathcal{H}^{n}(\{\zeta \in H(Q, r),|\zeta| \leq r\} \backslash \Pi(G(Q, r))) & \leq \mathcal{H}^{n}(\Pi(E(Q, r)))  \tag{4.2.69}\\
& \leq \mathcal{H}^{n}(E(Q, r)) \leq C_{1} \omega_{n} r^{n} \exp \left(-C_{2} / \delta\right)
\end{align*}
$$

using the fact that $\Pi$ maps balls in $\mathbb{R}^{n+1}$ into balls in hyperplane $H(Q, r)$ or the same radii, and invoking (4.2.37). Now, $\mathcal{C}(Q, r) \cap(\mathcal{G} \backslash \partial \Omega) \subseteq \mathcal{G} \cap \Pi^{-1}(\{\zeta \in H(Q, r),|\zeta| \leq r\} \backslash \Pi(G(Q, r)))$ and since $\mathcal{G}$ is the graph of a Lipschitz function, we may deduce that

$$
\begin{align*}
\mathcal{H}^{n}(\mathcal{C} & (Q, r) \cap(\mathcal{G} \backslash \partial \Omega)) \\
& \leq \mathcal{H}^{n}\left(\mathcal{G} \cap \Pi^{-1}(\{\zeta \in H(Q, r),|\zeta| \leq r\} \backslash \Pi(G(Q, r)))\right) \\
& \leq C \mathcal{H}^{n}\left(\Pi\left(\mathcal{G} \cap \Pi^{-1}(\{\zeta \in H(Q, r),|\zeta| \leq r\} \backslash \Pi(G(Q, r)))\right)\right) \\
& \leq C \mathcal{H}^{n}(\{\zeta \in H(Q, r),|\zeta| \leq r\} \backslash \Pi(G(Q, r))) \leq C_{1} \omega_{n} r^{n} \exp \left(-C_{2} / \delta\right) \tag{4.2.70}
\end{align*}
$$

by (4.2.69). Keeping in mind that $\mathcal{C}(Q, r) \cap(\partial \Omega \backslash \mathcal{G})$ is contained in $E(Q, r)$, the estimate (4.2.35) now follows from (4.2.70) and (4.2.37).

As for the proximity condition (4.2.38), fix $X \in(\mathcal{C}(Q, r) \cap \partial \Omega) \backslash G(Q, r)$ and let $X^{*} \in G(Q, r)$ be arbitrary. Since $X^{*} \in G(Q, r)$ and $X \in B\left(X^{*}, 2 r\right)$, estimate (4.2.64) gives

$$
\begin{equation*}
\left|t(X)-h\left(\Pi\left(X^{*}\right)\right)\right|=\left|t(X)-t\left(X^{*}\right)\right| \leq C \delta\left|\Pi(X)-\Pi\left(X^{*}\right)\right|, \tag{4.2.71}
\end{equation*}
$$

for some geometrical constant $C>0$. Consequently,

$$
\begin{align*}
|X-(\Pi(X), h(\Pi(X)))| & =|t(X)-h(\Pi(X))| \\
& \leq\left|t(X)-h\left(\Pi\left(X^{*}\right)\right)\right|+\left|h\left(\Pi\left(X^{*}\right)\right)-h(\Pi(X))\right| \\
& \leq C \delta\left|\Pi(X)-\Pi\left(X^{*}\right)\right| \tag{4.2.72}
\end{align*}
$$

by (4.2.71) and the Lipschitz condition on $h$. Taking the infimum over $X^{*} \in G(Q, r)$ now yields (4.2.38).

There remains to prove (4.2.41). Using (4.2.35), (4.2.40) and (4.2.32), we may estimate

$$
\begin{align*}
\sigma(\Delta(Q, r)) & =\mathcal{H}^{n}(\partial \Omega \cap B(Q, r)) \leq \mathcal{H}^{n}(\mathcal{C}(Q, r) \cap \partial \Omega) \\
& \leq \mathcal{H}^{n}(\mathcal{C}(Q, r) \cap \mathcal{G})+\mathcal{H}^{n}(\mathcal{C}(Q, r) \cap(\partial \Omega \backslash \mathcal{G})) \\
& \leq \int_{\zeta \in H(Q, r):|\zeta|<r} \sqrt{1+|\nabla h(\zeta)|^{2}} d \mathcal{L}^{n}(\zeta)+C_{1} \omega_{n} r^{n} \exp \left(-C_{2} / \delta\right) \\
& \leq\left(1+C_{3} \delta+C_{1} \exp \left(-C_{2} / \delta\right)\right) \omega_{n} r^{n} \leq\left(1+C_{4} \delta\right) \omega_{n} r^{n} . \tag{4.2.73}
\end{align*}
$$

Also, from (4.2.35) and (4.2.32),

$$
\begin{align*}
\omega_{n} r^{n} & =\mathcal{H}^{n}(\Pi(\{\zeta \in H(Q, r):|\zeta|<r\})) \leq \mathcal{H}^{n}(\mathcal{C}(Q, r) \cap \partial \Omega) \\
& \leq \mathcal{H}^{n}(B(Q, r) \cap \partial \Omega)+\mathcal{H}^{n}((\mathcal{C}(Q, r) \cap \partial \Omega) \backslash B(Q, r)) \\
& \leq \sigma(\Delta(Q, r))+\mathcal{H}^{n}((\mathcal{C}(Q, r) \cap \mathcal{G}) \backslash B(Q, r))+\mathcal{H}^{n}(\mathcal{C}(Q, r) \cap(\partial \Omega \backslash \mathcal{G})) \\
& \leq \sigma(\Delta(Q, r))+C_{3} \delta \omega_{n} r^{n}+C_{1} \omega_{n} r^{n} \exp \left(-C_{2} / \delta\right) \\
& \leq \sigma(\Delta(Q, r))+C_{4} \delta \omega_{n} r^{n} \tag{4.2.74}
\end{align*}
$$

so that $\left(1-C_{4} \delta\right) \omega_{n} r^{n} \leq \sigma(\Delta(Q, r))$. Hence, (4.2.41) follows from this and (4.2.73), completing the proof of the theorem.

From Definition 4.1.7 and Corollary 4.1.6, it follows that if $\Omega \subseteq \mathbb{R}^{n+1}$ is a $\delta$-SKT domain for some $\delta \in\left(0, \delta_{n}\right)$, then $\Omega$ is a two-sided NTA domain, $\partial \Omega$ is Ahlfors regular, and for each compact set $\mathcal{K} \subset \mathbb{R}^{n+1}$, there exists $R>0$ such that (4.1.14) holds. Remarkably, the converse implication is also valid (up to a multiplicative geometrical constant). This is made precise in the theorem below.

Theorem 4.2.7 Let $\Omega \subseteq \mathbb{R}^{n+1}$ be an open set that satisfies a two-sided local John condition and whose boundary is Ahlfors regular. In the case when $\Omega$ is unbounded, it is also required that $\partial \Omega$ divides $\mathbb{R}^{n+1}$ into two distinct connected components.

Then there exists a geometrical constant $C_{o}>1$ with the following significance. Assume that there exists $\delta>0$, sufficiently small relative to the John and Ahlfors regularity constants of $\Omega$, with the property that for every compact set $\mathcal{K} \subset \mathbb{R}^{n+1}$ there exists $R_{\mathcal{K}}>0$ such that

$$
\begin{equation*}
\sup _{Q \in \mathcal{K} \cap \partial \Omega}\|\nu\|_{*}\left(\Delta\left(Q, R_{\mathcal{K}}\right)\right) \leq \delta . \tag{4.2.75}
\end{equation*}
$$

Then $\Omega$ is a $\delta_{o}$-SKT domain, with $\delta_{o}=C_{o} \delta$. In particular, $\Omega$ is a $\delta_{o}$-Reifenberg flat domain and, hence, a two-sided NTA domain.

Proof. Since Corollary 3.1.14 gives that $\Omega$ has locally finite perimeter, it suffices to show that $\Omega$ is $\delta_{o}$-Reifenberg flat if $\delta_{o}:=C_{o} \delta$ for some geometrical constant $C_{o}>1$. The latter is chosen so that the conditions in Definition 4.1.1 are verified (for $\Sigma:=\partial \Omega$ and $C_{o} \delta$ in place of $\delta$ ) by the $n$-plane $L(Q, r):=Q+H(Q, r)$, with $H(Q, r)$ as in Theorem 4.2.4. That this is possible is ensured by (4.2.39). As can be seen from (4.2.66)-(4.2.67), choosing $C_{o}$ sufficiently large also guarantees that the conditions in Definition 4.1.3, with $\mathcal{L}(Q, r):=Q+H(Q, r)$ and $\vec{n}_{Q, r}$ as in (4.2.48), are verified as well. The desired conclusion follows.

Theorem 4.2.7 and definitions readily yield the following.
Corollary 4.2.8 Assume that $\Omega \subseteq \mathbb{R}^{n+1}$ is an open set with compact, Ahlfors regular boundary which satisfies a two-sided John condition and such that dist $(\nu, \operatorname{VMO}(\partial \Omega, d \sigma))<\varepsilon$ where $\nu$ is the unit normal to $\partial \Omega$ and the distance is taken in the $\mathrm{VMO}(\partial \Omega, d \sigma)$ norm.

Then there exist $\varepsilon_{o}$ and $C_{o}$, depending only on $n$ and the John and Ahlfors regularity constants of $\Omega$, such that if $\varepsilon \in\left(0, \varepsilon_{o}\right)$ then $\Omega$ is a $\delta$-SKT domain where $\delta:=C_{o} \varepsilon$.

Conversely, if the open set $\Omega \subseteq \mathbb{R}^{n+1}$, with compact boundary, is a $\delta$-SKT domain for some $\delta \in\left(0, \delta_{n}\right)$, then $\Omega$ is also an $\varepsilon$-regular SKT domain with $\varepsilon:=\delta$.

Theorem 4.2.7 also implies the following equivalent characterizations of bounded, regular SKT domains.

Theorem 4.2.9 Let $\Omega \subseteq \mathbb{R}^{n+1}$ be an open set with compact boundary and denote by $k_{X}:=k(\cdot, X)$ its Poisson kernel with fixed pole at $X \in \Omega$. Then the following statements are equivalent:
(i) $\Omega$ satisfies a two-sided local John condition, $\partial \Omega$ is Ahlfors regular, and the unit normal $\nu$ of $\Omega$ belongs to $\operatorname{VMO}(\partial \Omega, d \sigma)$;
(ii) $\Omega$ is a two-sided NTA domain, $\partial \Omega$ is Ahlfors regular, and $\nu \in \operatorname{VMO}(\partial \Omega, d \sigma)$;
(iii) $\Omega$ is a two-sided NTA domain, $\partial \Omega$ is Ahlfors regular, $\log k_{X} \in \operatorname{VMO}(\partial \Omega, d \sigma)$ and there exists $\delta>0$ sufficiently small (relative to the NTA and Ahlfors regularity constants of $\Omega$ ) with the property that

$$
\begin{equation*}
\operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma))<\delta ; \tag{4.2.76}
\end{equation*}
$$

(iv) $\Omega$ is a regular SKT domain (in particular, $\Omega$ is a Reifenberg flat domain with vanishing constant).

Proof. The equivalence $(i) \Leftrightarrow(i i)$ is covered by Theorem 4.2.7 and Lemma 3.1.13. Next, that $(i i) \Leftrightarrow(i v)$ is a direct consequence of definitions, Theorem 4.2.7 and the comments preceding its statement. In concert with Theorem 4.2.7 and Corollary 2.4.10, conditions in (iii) guarantee that $\Omega$ is Reifenberg flat with a sufficiently small constant hence, further, Reifenberg flat with a vanishing constant, by virtue of Theorem 7.36 on p. 139 of [15]. Hence, $\Omega$ is a regular SKT domain. That, conversely, $\log k_{X} \in \operatorname{VMO}(\partial \Omega, d \sigma)$ if $\Omega$ is a regular SKT domain is part of the main result in [65]. This shows that $(i i i) \Leftrightarrow(i v)$, finishing the proof.

Remark I. We wish to point out that the flatness condition (4.2.76) plays the role of the hypothesis adopted in [65], [66] that $\Omega$ is a sufficiently flat Reifenberg domain. Either flatness condition precludes domains such as $\Omega=\left\{X \in \mathbb{R}^{3+1}: x_{4}^{2}<x_{1}^{2}+x_{2}^{2}+x_{3}^{2}\right\}$ from serving as a counterexample to the claim that:
a two-sided NTA domain with an Ahlfors regular boundary and for which $\log k_{\infty}$, the logarithm of the Poisson kernel with pole at infinity, has vanishing mean oscillations is necessarily Reifenberg with vanishing constant.

Indeed, while the boundary of such a domain is the light cone $x_{4}^{2}=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}$ in $\mathbb{R}^{3+1}$ and, hence, $k_{\infty}=d \omega^{\infty} / d \sigma=c$, constant, by [97] and [64], the domain in question is not $\delta$-Reifenberg and nor is condition (4.2.76) satisfied if $\delta<1 / 8$.
Remark II. Characterizations such as those in Theorem 4.2.9 have been used in [53] to show that the class of regular SKT domains is invariant under $C^{1}$ diffeomorphisms of the Euclidean space.

### 4.3 Sobolev spaces revisited

In this subsection we wish to clarify the relationship between our Sobolev spaces $L_{1}^{p}(\partial \Omega, d \sigma)$ introduced in § 3.6 and general concept of Sobolev space defined for abstract abstract measure metric spaces. For the reader's convenience, we include a brief review of the latter, based on [46], [48].

Let $(\Sigma, d, \mu)$ be a measure metric space, i.e., a metric space $(\Sigma, d)$ equipped with a doubling, positive Borel measure $\mu$, which is finite on bounded, measurable sets. Given a $\mu$-measurable, real-valued function $u$ on $\Sigma$, denote by $D(u)$ the collection of all generalized gradients of $u$, i.e. nonnegative, $\mu$-measurable functions $g$ on $\Sigma$ with the property that there exists $E \subset \Sigma$ with $\mu(E)=0$ and such that

$$
\begin{equation*}
|u(X)-u(Y)| \leq d(X, Y)(g(X)+g(Y)), \quad \forall X, Y \in \Sigma \backslash E . \tag{4.3.1}
\end{equation*}
$$

As in [46], for each $p \in(1, \infty)$ then define the Sobolev space

$$
\begin{equation*}
W^{1, p}(\Sigma):=\left\{u \in L^{p}(\Sigma, d \mu): D(u) \cap L^{p}(\Sigma, d \mu) \neq \emptyset\right\} \tag{4.3.2}
\end{equation*}
$$

and equip it with the norm

$$
\begin{equation*}
\|u\|_{W^{1, p}(\Sigma)}:=\|u\|_{L^{p}(\Sigma, d \mu)}+\inf _{g \in D(u)}\|g\|_{L^{p}(\Sigma, d \mu)} . \tag{4.3.3}
\end{equation*}
$$

As observed in [46],

$$
\begin{equation*}
W^{1, p}(\Sigma) \text { is a Banach space for each } p \in(1, \infty) . \tag{4.3.4}
\end{equation*}
$$

Given $q \in[1, \infty)$ and $f \in L_{l o c}^{q}(\Sigma, d \mu)$, consider the following Calderón-type maximal operator

$$
\begin{equation*}
\Lambda_{*, q} f(X):=\sup _{r>0}\left(f_{B_{d}(X, r)}\left|\frac{f(Y)-f_{X, r}}{r}\right|^{q} d \mu(Y)\right)^{1 / q}, \quad X \in \Sigma, \tag{4.3.5}
\end{equation*}
$$

where $B_{d}(X, r):=\{Y \in \Sigma: d(X, Y)<r\}$ and we have set $f_{X, r}:=f_{B_{d}(X, r)} f d \mu$.
The following is a minor variation of Theorem 3.4 on p. 606 in [48].
Proposition 4.3.1 Let $(\Sigma, d, \mu)$ be a measure metric space of finite diameter. Then for each $p \in(1, \infty)$ there exist constants with the following significance. First, the following statements are equivalent:
(i) $u \in W^{1, p}(\Sigma)$;
(ii) $u \in L^{p}(\Sigma, d \mu)$ and there exists a nonnegative function $g \in L^{p}(\Sigma, d \mu)$ such that the Poincaré inequality

$$
\begin{equation*}
f_{B_{d}(X, r)}\left|u(Y)-u_{X, r}\right| d \mu(Y) \leq C r f_{B_{d}(X, r)} g d \mu \tag{4.3.6}
\end{equation*}
$$

holds for every $X \in \Sigma$ and $r>0$;
(iii) $u \in L^{p}(\Sigma, d \mu)$ and $\Lambda_{*, 1} u \in L^{p}(\Sigma, d \mu)$.

Second,

$$
\begin{align*}
\|u\|_{W^{1, p}(\Sigma)} & \approx\|u\|_{L^{p}(\Sigma, d \mu)}+\inf \left\{\|g\|_{L^{p}(\Sigma, d \mu)}: g \text { satisfies }(4.3 .6)\right\} \\
& \approx\|u\|_{L^{p}(\Sigma, d \mu)}+\left\|\Lambda_{*, 1} u\right\|_{L^{p}(\Sigma, d \mu)} . \tag{4.3.7}
\end{align*}
$$

We shall also make use of the following Lusin-type approximation result from [46].
Proposition 4.3.2 Assume that $(\Sigma, d, \mu)$ is a measure metric space of finite diameter and that $1<p<\infty$. Then for each $f \in W^{1, p}(\Sigma)$ and $\varepsilon>0$ there exists $h \in \operatorname{Lip}(\Sigma)$ for which

$$
\begin{equation*}
\mu(\{X \in \Sigma: f(X) \neq h(X)\})<\varepsilon \quad \text { and } \quad\|f-h\|_{W^{1, p}(\Sigma)}<\varepsilon . \tag{4.3.8}
\end{equation*}
$$

In particular, the collection of Lipschitz functions is dense in each $W^{1, p}(\Sigma), 1<p<\infty$.
This completes our review of Sobolev spaces in abstract metric measure spaces and we return to the setting when $\Sigma$ is the boundary of a sufficiently reasonable domain $\Omega \subset \mathbb{R}^{n+1}$. If $\Omega \subset \mathbb{R}^{n+1}$ is an open set with an Ahlfors regular boundary, then $\partial \Omega$ equipped with the Euclidean distance and the surface measure $\sigma$ becomes a measure metric space. Consequently, we can consider the Sobolev space $W^{1, p}(\partial \Omega)$ as in (4.3.2)-(4.3.3), for each $p \in(1, \infty)$.

Proposition 4.3.3 Let $\Omega \subset \mathbb{R}^{n+1}$ be an open set with an Ahlfors regular boundary, which satisfies a two-sided local John condition (which is therefore a UR domain), and fix $p \in(1, \infty)$. Then the inclusion map

$$
\begin{equation*}
L_{1}^{p}(\partial \Omega, d \sigma) \hookrightarrow W^{1, p}(\partial \Omega) \tag{4.3.9}
\end{equation*}
$$

is well-defined and continuous.
Proof. Denote by $\mathcal{D}^{ \pm}$the harmonic double layers in $\Omega_{ \pm}$. We shall show that there exists a finite constant $C=C(\Omega, p)>0$ such that, given $f \in L_{1}^{p}(\partial \Omega, d \sigma)$,

$$
\begin{equation*}
g:=C\left(\mathcal{N}\left(\nabla \mathcal{D}^{+} f\right)+\mathcal{N}\left(\nabla \mathcal{D}^{-} f\right)+|f|\right) \tag{4.3.10}
\end{equation*}
$$

is a generalized gradient for $f$ (if $\partial \Omega$ is unbounded, $|f|$ can be dropped from the definition of $g$ ).
To prove this claim, fix $f \in L_{1}^{p}(\partial \Omega, d \sigma)$ and set $u^{ \pm}:=\mathcal{D}^{ \pm} f$ in $\Omega_{ \pm}$. Then for a.e. $X, Y \in \partial \Omega$ we can write $f(X)-f(Y)=\left(u^{+}(X)-u^{+}(Y)\right)-\left(u^{-}(X)-u^{-}(Y)\right)$. If either $\partial \Omega$ is unbounded, or when $\partial \Omega$ is bounded and $R:=|X-Y|$ is sufficiently small (say, $0<R<R_{o}$, with $R_{o}$ as in the definition of the local John condition) we let $A_{R}^{ \pm}$be the John centers of $B(X, 2 R) \cap \Omega_{ \pm}$and estimate

$$
\begin{align*}
\left|u^{ \pm}(X)-u^{ \pm}(Y)\right| & \leq\left|u^{ \pm}(X)-u^{ \pm}\left(A_{R}^{ \pm}\right)\right|+\left|u^{ \pm}(Y)-u^{ \pm}\left(A_{R}^{ \pm}\right)\right| \\
& \leq C R\left(\mathcal{N}\left(\nabla u^{ \pm}\right)(X)+\mathcal{N}\left(\nabla u^{ \pm}\right)(X)\right) \\
& \leq|X-Y|(g(X)+g(Y)) . \tag{4.3.11}
\end{align*}
$$

Here, to obtain the second inequality, we can write

$$
\begin{equation*}
u^{ \pm}(X)-u^{ \pm}\left(A_{R}^{ \pm}\right)=\int_{0}^{C_{X} R} \frac{\partial}{\partial s} u\left(z_{X}^{ \pm}(s)\right) d s \tag{4.3.12}
\end{equation*}
$$

where $z_{X}^{ \pm}(s)$ is a unit speed parametrization of the non-tangential path $\gamma_{X}$, connecting $X$ to $A_{R}^{ \pm}$, of length $C_{X} R \leq C R$, whose existence is guaranteed by definition of the local John condition (and similarly with $Y$ in place of $X$ ). Thus,

$$
\begin{equation*}
|f(X)-f(Y)| \leq|X-Y|(g(X)+g(Y)) \quad \text { for a.e. } \quad X, Y \in \partial \Omega . \tag{4.3.13}
\end{equation*}
$$

When $\partial \Omega$ is bounded and $R \geq R_{o}$, we trivially have $|f(X)-f(Y)| \leq R_{o}^{-1}|X-Y|(|f(X)|+|f(Y)|)$, so that (4.3.13) continues to hold in this case as well. Note that the function $g$ given in (4.3.10) satisfies $\|g\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|f\|_{L_{1}^{p}(\partial \Omega, d \sigma)}<+\infty$, by (3.6.31).

Altogether, this shows that $g$ is a generalized gradient for $f$. Hence, $f \in W^{1, p}(\partial \Omega)$ and $\|f\|_{W^{1, p}(\partial \Omega)} \leq\|f\|_{L^{p}(\partial \Omega, d \sigma)}+\|g\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|f\|_{L_{1}^{p}(\partial \Omega, d \sigma)}$. The desired conclusion follows.

We continue with another useful embedding result.
Lemma 4.3.4 If $\Omega$ is a bounded UR domain then the inclusion

$$
\begin{equation*}
\operatorname{Lip}(\partial \Omega) \hookrightarrow L_{1}^{p}(\partial \Omega, d \sigma) \tag{4.3.14}
\end{equation*}
$$

is well-defined and continuous for each $p \in(1, \infty)$.
Proof. To fix ideas, assume that $p \in(1, \infty)$ and $f \in \operatorname{Lip}(\partial \Omega)$. Recall that Kirszbraun's Theorem asserts that any Lipschitz function defined on a subset of a metric space can be extended to a Lipschitz function on the entire space with the same Lipschitz constant (see, e.g., [117]). Thus, we can assume that $f=\left.F\right|_{\partial \Omega}$, where $F$ is a Lipschitz function in $\mathbb{R}^{n+1}$ with

$$
\begin{equation*}
\|\nabla F\|_{L^{\infty}\left(\mathbb{R}^{n+1}\right)} \leq C_{n}\|f\|_{\operatorname{Lip}(\partial \Omega)} \tag{4.3.15}
\end{equation*}
$$

Pick a nice bump function $\eta$, set $\eta_{\varepsilon}(x):=\varepsilon^{-(n+1)} \eta(x / \varepsilon)$ and regularize $F^{\varepsilon}:=F * \eta_{\varepsilon}, \varepsilon>0$. Then $\left\|\nabla F^{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{n+1}\right)} \leq C_{n}\|f\|_{\text {Lip }(\partial \Omega)}$ and for any $\psi \in C^{\infty}\left(\mathbb{R}^{n+1}\right)$ we may estimate

$$
\begin{align*}
\left|\int_{\partial \Omega} f \partial_{\tau_{j k}} \psi d \sigma\right| & =\left|\lim _{\varepsilon \rightarrow 0} \int_{\partial \Omega} F^{\varepsilon} \partial_{\tau_{j k}} \psi d \sigma\right|=\left|\lim _{\varepsilon \rightarrow 0} \int_{\partial \Omega} \partial_{\tau_{j k}} F^{\varepsilon} \psi d \sigma\right| \\
& \leq C\|\psi\|_{L^{1}(\partial \Omega, d \sigma)} \limsup _{\varepsilon \rightarrow 0}\left\|\nabla F^{\varepsilon}\right\|_{L^{\infty}\left(\mathbb{R}^{n+1}\right)} \\
& \leq C\|\psi\|_{L^{1}(\partial \Omega, d \sigma)}\|f\|_{\operatorname{Lip}(\partial \Omega)} \tag{4.3.16}
\end{align*}
$$

Since $\left.C^{\infty}\left(\mathbb{R}^{n+1}\right)\right|_{\partial \Omega}$ is a dense subset of $L^{1}(\partial \Omega, d \sigma)$ (which is easily seen with the help of Lemma 2.4.9), it follows that for each $j, k \in\{1, \ldots, n+1\}$ the assignment $\psi \mapsto \int_{\partial \Omega} f \partial_{\tau_{j k}} \psi d \sigma$ extends to a functional in $\left(L^{1}(\partial \Omega, d \sigma)\right)^{*}=L^{\infty}(\partial \Omega, d \sigma)$, of norm $\leq C\|f\|_{\text {Lip }(\partial \Omega)}$. Hence, there exists unique $b_{j k} \in L^{\infty}(\partial \Omega, d \sigma)$, with $\left\|b_{j k}\right\|_{L^{\infty}(\partial \Omega, d \sigma)} \leq C\|f\|_{\text {Lip }(\partial \Omega)}$ for which

$$
\begin{equation*}
\int_{\partial \Omega} f \partial_{\tau_{j k}} \psi d \sigma=-\int_{\partial \Omega} b_{j k} \psi d \sigma, \quad \forall \psi \in C_{0}^{\infty}\left(\mathbb{R}^{n+1}\right) \tag{4.3.17}
\end{equation*}
$$

This proves that $\partial_{\tau_{j k}} f=b_{j k} \in L^{\infty}(\partial \Omega, d \sigma)$ satisfies $\left\|\partial_{\tau_{j k}} f\right\|_{L^{\infty}(\partial \Omega, d \sigma)} \leq C\|f\|_{\text {Lip }(\partial \Omega)}$. In particular, the inclusion (4.3.14) is well-defined and continuous.

Let $\Omega$ be an open set in $\mathbb{R}^{n+1}$ with an Ahlfors regular boundary. In analogy with (4.3.5), if $q \in[1, \infty)$ and $f \in L_{l o c}^{q}(\partial \Omega, d \sigma)$, in the current setting we define Calderón's maximal operator as

$$
\begin{equation*}
\Lambda_{*, q} f(X):=\sup _{r>0}\left(f_{\Delta(X, r)}\left|\frac{f(Y)-f_{X, r}}{r}\right|^{q} d \sigma_{Y}\right)^{1 / q}, \quad X \in \partial \Omega \tag{4.3.18}
\end{equation*}
$$

where we have set $f_{X, r}:=f_{\Delta(X, r)} f d \sigma$.
Proposition 4.3.5 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is an open set with an Ahlfors regular boundary, and which satisfies a two-sided local John condition. Also, fix $p, q$ with $1 \leq q<p$. Then

$$
\begin{equation*}
\|f\|_{L_{1}^{p}(\partial \Omega, d \sigma)} \approx\left\|\Lambda_{*, q} f\right\|_{L^{p}(\partial \Omega, d \sigma)}+\|f\|_{L^{p}(\partial \Omega, d \sigma)}, \tag{4.3.19}
\end{equation*}
$$

uniformly for $f \in L_{1}^{p}(\partial \Omega, d \sigma)$.
A few comments are in order. The idea of characterizing membership to classical Sobolev spaces, defined in the Euclidean setting, in terms of maximal operators (such as (4.3.18)) goes back to Calderón (see [12], [13]). In [105], Semmes has dealt with the issue of extending Calderón's theory when the flat Euclidean space is replaced by a more general manifold. Semmes' version of Calderón's theorem (closely related to the case $p=q=2$ of (4.3.19)) is stated for a smooth surface albeit the comparability constants do not depend on smoothness (but only on the Ahlfors regularity constants and the NTA constants). In the same paper, Semmes also raises the issue of eliminating the a priori smoothness assumption on the surface. The latter is the main attribute of our result.

Proof of Proposition 4.3.5. Let $\Omega, p, q$ be as above and pick $q_{o} \in(1, p)$ with $q_{o} \geq q$. Also, select an arbitrary $f \in L_{1}^{p}(\partial \Omega, d \sigma)$. Let $\mathcal{M}$ denote the Hardy-Littlewood maximal operator on $\partial \Omega$. For each $X \in \partial \Omega$ and $r>0$, the Poincaré inequality (4.2.1) then gives

$$
\begin{align*}
& \left(f_{\Delta(X, r)}\left|\frac{f(Y)-f_{X, r}}{r}\right|^{q} d \sigma_{Y}\right)^{1 / q} \leq\left(f_{\Delta(X, r)}\left|\frac{f(Y)-f_{X, r}}{r}\right|^{q_{o}} d \sigma_{Y}\right)^{1 / q_{o}} \\
& \leq C R\left[f_{\Delta(X, 5 r)}\left|\nabla_{\tan } f\right|^{q_{o}} d \sigma\right]^{1 / q_{o}}+C R \sum_{j=1}^{\infty} 2^{-j} f_{\Delta\left(X, 2^{j+1} r\right)}\left|\nabla_{\tan } f\right| d \sigma \\
& \leq C\left[\mathcal{M}\left(\left|\nabla_{\tan } f\right|^{q_{o}}\right)(X)\right]^{1 / q_{o}} \tag{4.3.20}
\end{align*}
$$

provided that either $\partial \Omega$ is unbounded or $r \in\left(0, R_{o}\right)$, with $R_{o}$ as in the statement of Proposition 4.2.1. If, on the other hand, $\partial \Omega$ is bounded and $r \geq R_{o}$, we simply estimate

$$
\begin{equation*}
\left(f_{\Delta(X, r)}\left|\frac{f(Y)-f_{X, r}}{r}\right|^{q} d \sigma_{Y}\right)^{1 / q} \leq C\left[\mathcal{M}\left(|f|^{q_{o}}\right)(X)\right]^{1 / q_{o}} . \tag{4.3.21}
\end{equation*}
$$

Either way, using $(4.3 .20),(4.3 .21)$ and the boundedness of $\mathcal{M}$ on $L^{p / q_{o}}(\partial \Omega, d \sigma)$ we arrive at

$$
\begin{equation*}
\left\|\Lambda_{*, q} f\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\left(\left\|\nabla_{\tan } f\right\|_{L^{p}(\partial \Omega, d \sigma)}+\|f\|_{L^{p}(\partial \Omega, d \sigma)}\right) \tag{4.3.22}
\end{equation*}
$$

This justifies the right-pointing inequality in (4.3.19).
Turning to the other direction, recall that

$$
\begin{equation*}
\partial_{\tau_{j k}}:=\nu_{j} \partial_{k}-\nu_{k} \partial_{j}, \tag{4.3.23}
\end{equation*}
$$

where $\nu$ is the outer unit normal to $\partial \Omega$, and $\nu_{j}$ is the $j$-th component of $\nu$. Let $\mathcal{S}, \mathcal{D}$ denote, respectively, the single and double layer potentials associated with the Laplacian in $\mathbb{R}^{n+1}$ and set

$$
\begin{equation*}
u^{ \pm}:=\left.\mathcal{D} f\right|_{\Omega_{ \pm}} \quad \text { where } \Omega_{+}:=\Omega, \Omega_{-}:=\mathbb{R}^{n+1} \backslash \bar{\Omega} \tag{4.3.24}
\end{equation*}
$$

In the current context, (3.6.31) then gives

$$
\begin{equation*}
\partial_{j} u^{ \pm}=-\left.\partial_{r} \mathcal{S}\left(\partial_{\tau_{j r}} f\right)\right|_{\Omega_{ \pm}} \tag{4.3.25}
\end{equation*}
$$

so that by Proposition 3.6.2, the second formula in (3.6.17) and (3.3.39),

$$
\begin{align*}
\partial_{\tau_{j k}}\left(\left.u^{ \pm}\right|_{\partial \Omega}\right) & =\nu_{j}\left(\left.\partial_{k} u^{ \pm}\right|_{\partial \Omega}\right)-\nu_{k}\left(\left.\partial_{j} u^{ \pm}\right|_{\partial \Omega}\right)  \tag{4.3.26}\\
& =\nu_{j}\left[ \pm \frac{1}{2} \nu_{r} \partial_{\tau_{k r}} f-\text { p.v. } \partial_{r} S\left(\partial_{\tau_{k r}} f\right)\right]-\nu_{k}\left[ \pm \frac{1}{2} \nu_{r} \partial_{\tau_{j r}} f-\text { p.v. } \partial_{r} S\left(\partial_{\tau_{j r}} f\right)\right]
\end{align*}
$$

where p.v. $\partial_{r} S$ is the (convolution-like) principal value integral operator on $\partial \Omega$ whose kernel is $\left(\partial_{r} E\right)(X-Y)$ (with $E$ as in (3.3.24)). Thus,

$$
\begin{align*}
\partial_{\tau_{j k}}\left(\left.u^{+}\right|_{\partial \Omega}\right)-\partial_{\tau_{j k}}\left(\left.u^{-}\right|_{\partial \Omega}\right) & =\nu_{j} \nu_{r} \partial_{\tau_{k r}} f-\nu_{k} \nu_{r} \partial_{\tau_{j r}} f \\
& =\nu_{j} \nu_{r}\left(\nabla_{\tan } f\right)_{j}-\nu_{k} \nu_{r}\left(\nabla_{\tan } f\right)_{k} \\
& =\partial_{\tau_{j k}} f, \tag{4.3.27}
\end{align*}
$$

on account of (4.3.26) and (3.6.43). The second formula in (3.6.17) and our earlier work on the nature of boundary traces allows for the following interpretation of the leftmost expression above. Given a point $X \in \partial \Omega$ that is weakly accessible from $\Omega_{ \pm}$(i.e., $X \in \overline{\Gamma_{ \pm}(X)}$ ), and for which the respective non-tangential limits of $\nabla u^{ \pm}$exist (in particular, a.e. boundary point enjoys these properties), we form two non-tangential paths in $\Omega_{ \pm}$, terminating at $X$, with arc-length parametrizations $\gamma^{ \pm}(s), 0 \leq s \leq \delta_{X}, \gamma^{ \pm}(0)=X, \operatorname{dist}\left(\gamma^{ \pm}(s), \partial \Omega\right) \approx s$ (cf. Definition 3.1.12), and we interpret the leftmost side of (4.3.27) evaluated at $X$ as

$$
\begin{align*}
& \lim _{s \rightarrow 0}\left(\left(\nu_{j}(X)\left(\partial_{k} u^{+}\right)\left(\gamma^{+}(s)\right)-\nu_{k}(X)\left(\partial_{j} u^{+}\right)\left(\gamma^{+}(s)\right)\right)\right. \\
& -  \tag{4.3.28}\\
& \left.-\left(\nu_{j}(X)\left(\partial_{k} u^{-}\right)\left(\gamma^{+}(s)\right)-\nu_{k}(X)\left(\partial_{j} u^{-}\right)\left(\gamma^{+}(s)\right)\right)\right) .
\end{align*}
$$

Fix a boundary point $X$ along with two non-tangential paths $\gamma^{ \pm}$as above, and fix also $s \in\left(0, \delta_{X}\right)$. We claim that for each index $j \in\{1, \ldots, n+1\}$,

$$
\begin{equation*}
\left|\left(\partial_{j} u^{+}\right)\left(\gamma^{+}(s)\right)-\left(\partial_{j} u^{-}\right)\left(\gamma^{-}(s)\right)\right| \leq C \Lambda_{*, 1} f(X) \tag{4.3.29}
\end{equation*}
$$

In turn, this and (3.6.42) entail the pointwise bound

$$
\begin{equation*}
\left|\nabla_{\tan } f(X)\right| \leq C \Lambda_{*, 1} f(X) \quad \text { for a.e. } \quad X \in \partial \Omega, \tag{4.3.30}
\end{equation*}
$$

from which the left-pointing inequality in (4.3.19) follows immediately.
To prove the above claim, we first note that by (3.6.52), we may replace $f$ by $f-f_{X, s}$, and we write

$$
\begin{equation*}
f-f_{X, s}=\sum_{i=0}^{\infty} f_{i} \tag{4.3.31}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{0}:=\left(f-f_{X, s}\right) \mathbf{1}_{\Delta(X, s)}, \quad f_{i}:=\left(f-f_{X, s}\right) \mathbf{1}_{\Delta\left(X, 2^{i} s\right) \backslash \Delta\left(X, 2^{i-1} s\right)}, \quad i \geq 1 . \tag{4.3.32}
\end{equation*}
$$

(If $\partial \Omega$ is compact, the terms $f_{i}$ may be vacuous for $i$ large). Then

$$
\begin{align*}
\left|\left(\partial_{j} u^{+}\right)\left(\gamma^{+}(s)\right)-\left(\partial_{j} u^{-}\right)\left(\gamma^{-}(s)\right)\right| \leq & \left|\left(\partial_{j} \mathcal{D} f_{0}\right)\left(\gamma^{+}(s)\right)\right|+\left|\left(\partial_{j} \mathcal{D} f_{0}\right)\left(\gamma^{-}(s)\right)\right|  \tag{4.3.33}\\
& +\sum_{i=1}^{\infty}\left|\left(\partial_{j} \mathcal{D} f_{i}\right)\left(\gamma^{+}(s)\right)-\left(\partial_{j} \mathcal{D} f_{i}\right)\left(\gamma^{-}(s)\right)\right|=: I+I I+I I I .
\end{align*}
$$

Standard estimates for derivatives of the fundamental solution for the Laplacian in $\mathbb{R}^{n+1}$ and the specific nature of the parametric paths $\gamma^{ \pm}$ensure that

$$
\begin{align*}
I+I I & \leq C \int_{\Delta(X, s)} \frac{1}{\left|\gamma^{ \pm}(s)-Y\right|^{n+1}}\left|f(Y)-f_{X, s}\right| d \sigma_{Y} \\
& \leq C f_{\Delta(X, s)}\left|\frac{f(Y)-f_{X, s}}{s}\right| d \sigma_{Y} \leq C \Lambda_{*, 1} f(X) \tag{4.3.34}
\end{align*}
$$

Similarly, using also the mean value theorem, we obtain that

$$
\begin{align*}
& \left|\left(\partial_{j} \mathcal{D} f_{i}\right)\left(\gamma^{+}(s)\right)-\left(\partial_{j} \mathcal{D} f_{i}\right)\left(\gamma^{-}(s)\right)\right| \\
& \quad \leq \quad \int_{\Delta\left(X, 2^{i} s\right) \backslash \Delta\left(X, 2^{i-1} s\right)}\left|\left(\nabla^{2} E\right)\left(\gamma^{+}(s)-Y\right)-\left(\nabla^{2} E\right)\left(\gamma^{-}(s)-Y\right)\right|\left|f(Y)-f_{X, s}\right| d \sigma_{Y} \\
& \quad \leq C 2^{-i} f_{\Delta\left(X, 2^{i} s\right)}\left|\frac{f(Y)-f_{X, s}}{2^{i} s}\right| d \sigma_{Y}, \tag{4.3.35}
\end{align*}
$$

since $\left|\gamma^{+}(s)-\gamma^{-}(s)\right| \leq C s$, and if $Y \in \Delta\left(X, 2^{i} s\right) \backslash \Delta\left(X, 2^{i-1} s\right)$ and $Z \in \gamma^{ \pm}(s)$ then for $i$ large enough we may write $|Z-Y| \geq|X-Y|-|X-Z| \geq 2^{i-1} s-C s \geq C 2^{i} s$. Going further, we estimate

$$
\begin{align*}
f_{\Delta\left(X, 2^{i} s\right)} & \left|\frac{f(Y)-f_{X, s}}{2^{i} s}\right| d \sigma_{Y} \\
& \leq f_{\Delta\left(X, 2^{i} s\right)}\left|\frac{f(Y)-f_{X, 2^{i} s}}{2^{i} s}\right| d \sigma_{Y} \\
& +\sum_{j=1}^{i} f_{\Delta\left(X, 2^{i} s\right)}\left|\frac{f_{X, 2^{j} s}-f_{X, 2^{j-1} s}}{2^{i} s}\right| d \sigma_{Y} \\
& \leq\left|\frac{f(Y)-f_{X, 2^{i} s}}{2^{i} s}\right| d \sigma_{Y}+C \sum_{j=1}^{i} f_{\Delta\left(X, 2^{j} s\right)}\left|\frac{f(Y)-f_{X, 2^{j} s}}{2^{j} s}\right| d \sigma_{Y} \\
& \leq C i \Lambda_{*, 1} f(X) \tag{4.3.36}
\end{align*}
$$

In conjunction with (4.3.35), this yields the bound

$$
\begin{equation*}
I I I \leq C \sum_{i=1}^{\infty} i 2^{-i} \Lambda_{*, 1} f(X) \leq C \Lambda_{*, 1} f(X) \tag{4.3.37}
\end{equation*}
$$

This proves (4.3.29) and concludes the proof of Proposition 4.3.5.
Recall the space $W^{1, p}(\partial \Omega)$ defined in the first part of this subsection, in (4.3.2).
Theorem 4.3.6 Suppose that $\Omega \subset \mathbb{R}^{n+1}$ is an open set satisfying a two-sided local John condition and whose boundary is compact and Ahlfors regular. Then for each $p \in(1, \infty)$,

$$
\begin{equation*}
L_{1}^{p}(\partial \Omega, d \sigma)=W^{1, p}(\partial \Omega) \tag{4.3.38}
\end{equation*}
$$

with equivalence of norms.
Proof. Recall from Proposition 4.3.3 that $L_{1}^{p}(\partial \Omega, d \sigma) \hookrightarrow W^{1, p}(\partial \Omega)$ and note that, as seen from (4.3.7) and Proposition 4.3.5

$$
\begin{equation*}
\|f\|_{L_{1}^{p}(\partial \Omega, d \sigma)} \approx\|f\|_{W^{1, p}(\partial \Omega)}, \quad \text { uniformly for } f \in L_{1}^{p}(\partial \Omega, d \sigma) \tag{4.3.39}
\end{equation*}
$$

We also know that $\operatorname{Lip}(\partial \Omega)$ is contained in $L_{1}^{p}(\partial \Omega, d \sigma)$ (cf. Lemma 4.3.4), and is dense in $W^{1, p}(\partial \Omega)$ (cf. Proposition 4.3.2). Since, by (4.3.39), the norms in these two Banach spaces are equivalent, the equality (4.3.38) follows.

Corollary 4.3.7 Let $\Omega \subset \mathbb{R}^{n+1}$ be an open set satisfying a two-sided local John condition and whose boundary is compact and Ahlfors regular. Then for each $p \in(1, \infty)$ the following hold:
(i) The inclusion (4.3.14) has dense range, i.e., Lipschitz functions form a dense subset of the Sobolev space;
(ii) A function $f \in L^{p}(\partial \Omega, d \sigma)$ belongs to $L_{1}^{p}(\partial \Omega, d \sigma)$ if and only if $\Lambda_{*, 1} f \in L^{p}(\partial \Omega, d \sigma)$.

Proof. Part (i) is a consequence of (4.3.38) and Proposition 4.3.2. The "if" direction of part (ii) follows from Proposition 4.3 .1 and Theorem 4.3.6, whereas the "only if" direction is already contained in Proposition 4.3.5.

Proposition 4.3.8 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is an open set satisfying a two-sided local John condition and whose boundary is compact and Ahlfors regular. Then for each $p \in(1, \infty)$ the inclusion

$$
\begin{equation*}
\left.C^{\infty}\left(\mathbb{R}^{n+1}\right)\right|_{\partial \Omega} \hookrightarrow L_{1}^{p}(\partial \Omega, d \sigma) \tag{4.3.40}
\end{equation*}
$$

is well-defined, with dense range.
Proof. To begin with, Lemma 4.3 .4 shows that (4.3.40) is indeed well-defined. The main issue here is proving the denseness of the range, a task to which we now turn.

By the Hahn-Banach Theorem it suffices to show that if $\Lambda \in\left(L_{1}^{p}(\partial \Omega, d \sigma)\right)^{*}$ vanishes on $\left.C^{\infty}\left(\mathbb{R}^{n+1}\right)\right|_{\partial \Omega}$ then it vanishes on $L_{1}^{p}(\partial \Omega, d \sigma)$. Invoking (3.6.39), this can be further rephrased as follows: If $f_{0}, f_{j k} \in L^{p^{\prime}}(\partial \Omega, d \sigma), 1 \leq j<k \leq n+1,1 / p+1 / p^{\prime}=1$, then

$$
\begin{align*}
\int_{\partial \Omega}\left(f_{0} \varphi\right. & \left.+\sum_{1 \leq j<k \leq n+1} f_{j k} \partial_{\tau_{j k}} \varphi\right) d \sigma=0 \quad \forall \varphi \in C^{\infty}\left(\mathbb{R}^{n+1}\right) \\
& \Longrightarrow \int_{\partial \Omega}\left(f_{0} f+\sum_{1 \leq j<k \leq n+1} f_{j k} \partial_{\tau_{j k}} f\right) d \sigma=0 \quad \forall f \in L_{1}^{p^{\prime}}(\partial \Omega, d \sigma) . \tag{4.3.41}
\end{align*}
$$

To this end, assume that $f_{0}, f_{j k}$ are as above and note that, by part (i) in Corollary 4.3.7, it suffices to show that the conclusion in (4.3.41) holds if $f \in \operatorname{Lip}(\partial \Omega)$.

Assuming that this is the case, consider $f_{\varepsilon}:=\left.F^{\varepsilon}\right|_{\partial \Omega}, \varepsilon>0$, where $F^{\varepsilon}$ are the functions constructed as in the proof of Lemma 4.3.4, in conjunction with this $f$. It is then clear that $f_{\varepsilon} \rightarrow f$ in $L^{p^{\prime}}(\partial \Omega, d \sigma)$ as $\varepsilon \rightarrow 0$ and, since $\sup _{\varepsilon>0}\left\|\partial_{\tau_{j k}} f\right\|_{L^{\infty}(\partial \Omega, d \sigma)} \leq C\|f\|_{\text {Lip }(\partial \Omega)}$, Alaoglu's Theorem ensures that we can assume that $\partial_{\tau_{j k}} f_{\varepsilon} \rightarrow \partial_{\tau_{j k}} f$ weakly in $L^{p^{\prime}}(\partial \Omega, d \sigma)$ as $\varepsilon \rightarrow 0$.

Based on these, we may then write

$$
\begin{equation*}
\int_{\partial \Omega}\left(f_{0} f+\sum_{1 \leq j<k \leq n+1} f_{j k} \partial_{\tau_{j k}} f\right) d \sigma=\lim _{\varepsilon \rightarrow 0} \int_{\partial \Omega}\left(f_{0} f_{\varepsilon}+\sum_{1 \leq j<k \leq n+1} f_{j k} \partial_{\tau_{j k}} f_{\varepsilon}\right) d \sigma=0 \tag{4.3.42}
\end{equation*}
$$

granted our hypotheses on $f_{0}, f_{j k}$, since $f_{\varepsilon}$ is of the form $\left.F^{\varepsilon}\right|_{\partial \Omega}$ with $F^{\varepsilon} \in C^{\infty}\left(\mathbb{R}^{n+1}\right)$. This justifies (4.3.42) and finishes the proof of the proposition.

Corollary 4.3.9 Let $\Omega \subset \mathbb{R}^{n+1}$ be an open set satisfying a two-sided local John condition and whose boundary is compact and Ahlfors regular. Then the boundary integration by parts formula

$$
\begin{equation*}
\int_{\partial \Omega}\left(\partial_{\tau_{j k}} f\right) g d \sigma=-\int_{\partial \Omega} f\left(\partial_{\tau_{j k}} g\right) d \sigma \tag{4.3.43}
\end{equation*}
$$

holds for each $j, k \in\{1, \ldots, n+1\}$, whenever $f \in L_{1}^{p}(\partial \Omega, d \sigma)$ and $g \in L_{1}^{p^{\prime}}(\partial \Omega, d \sigma)$ with $p, p^{\prime} \in(1, \infty)$, $1 / p+1 / p^{\prime}=1$.

In particular, for each $j, k \in\{1, \ldots, n+1\}$ and $1<p<\infty$, the tangential differential operator $\partial_{\tau_{j k}}: L_{1}^{p}(\partial \Omega, d \sigma) \rightarrow L^{p}(\partial \Omega, d \sigma)$ can be consistently extended as the bounded mapping

$$
\begin{equation*}
\partial_{\tau_{j k}}: L^{p}(\partial \Omega, d \sigma) \longrightarrow L_{-1}^{p}(\partial \Omega, d \sigma)=\left(L_{1}^{p^{\prime}}(\partial \Omega, d \sigma)\right)^{*}, \quad\left\langle\partial_{\tau_{j k}} f, g\right\rangle:=-\int_{\partial \Omega} f\left(\partial_{\tau_{j k}} g\right) d \sigma .(4 \tag{4.3.44}
\end{equation*}
$$

Proof. By Proposition 4.3.8, it suffices to prove (4.3.43) when $f=\left.u\right|_{\partial \Omega}$ and $g=\left.v\right|_{\partial \Omega}$, for some $u, v \in C^{1}(\bar{\Omega})$. In this setting,

$$
\begin{equation*}
\int_{\partial \Omega} u\left(\partial_{\tau_{j k}} v\right) d \sigma=\int_{\Omega}\left(\partial_{j} u(X) \partial_{k} v(X)-\partial_{k} u(X) \partial_{j} v(X)\right) d X, \quad \forall j, k \in\{1, \ldots, n+1\} . \tag{4.3.45}
\end{equation*}
$$

Since the right-hand side of (4.3.45) is antisymmetric in $u$ and $v$, we obtain that

$$
\begin{equation*}
\int_{\partial \Omega} u\left(\partial_{\tau_{j k}} v\right) d \sigma=\int_{\partial \Omega}\left(\partial_{\tau_{k j}} u\right) v d \sigma \tag{4.3.46}
\end{equation*}
$$

from which (4.3.43) follows.
Having clarified the relationship between our Sobolev spaces and those defined on general measure metric spaces (cf. Proposition 4.3.3 and Theorem 4.3.6), the properties deduced in the abstract framework carry over to the current setting. As an example, we have:

Corollary 4.3.10 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is an open set satisfying a two-sided local John condition and whose boundary is compact and Ahlfors regular. Then

$$
\begin{align*}
& L_{1}^{p}(\partial \Omega, d \sigma) \hookrightarrow L^{p^{*}}(\partial \Omega, d \sigma) \quad \text { if } 1<p<n, \text { where } p^{*}:=\frac{n p}{n-p},  \tag{4.3.47}\\
& L_{1}^{p}(\partial \Omega, d \sigma) \hookrightarrow C^{\alpha}(\partial \Omega) \quad \text { if } n<p<\infty, \text { where } \alpha:=1-\frac{n}{p} . \tag{4.3.48}
\end{align*}
$$

Corresponding to $p=n$, functions in $L_{1}^{n}(\partial \Omega, d \sigma)$ satisfy a global exponential integrability condition of John-Nirenberg type. If, in addition, $\partial \Omega$ is compact, then

$$
\begin{equation*}
L_{1}^{p}(\partial \Omega, d \sigma) \hookrightarrow L^{p}(\partial \Omega, d \sigma) \quad \text { compactly, for each } p \in(1, \infty) \tag{4.3.49}
\end{equation*}
$$

Proof. The embeddings (4.3.47)-(4.3.48) are consequences of Proposition 4.3.3 and Theorem 8.7 on p. 197 in [47] (cf. also Theorem 6 in [46]). The claim in (4.3.49) follows from Theorem 4.3.6 and Corollary 1 on p. 125 in [60].

Corollary 4.3.11 Let $\Omega \subset \mathbb{R}^{n+1}$ be a bounded open set satisfying a two-sided local John condition and whose boundary is Ahlfors regular. Also, recall the single layer potential operator $\mathcal{S}$ from (3.6.22). Then

$$
\begin{equation*}
\|\mathcal{N}(\mathcal{S} f)\|_{L^{q}(\partial \Omega, d \sigma)} \leq C(\Omega, p, q)\|f\|_{L^{p}(\partial \Omega, d \sigma)}, \tag{4.3.50}
\end{equation*}
$$

where $q:=n p /(n-p)$ if $1<p<n$, and $q<\infty$ if $n \leq p<\infty$.

Proof. This is a direct consequence of (4.3.47)-(4.3.48), (3.6.14) and (3.6.36).
We conclude this subsection with the following global Poincaré inequality.
Proposition 4.3.12 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is an open set satisfying a two-sided local John condition and whose boundary is Ahlfors regular, compact and connected. Then for any $p \in(1, \infty)$,

$$
\begin{equation*}
\left(f_{\partial \Omega}\left|f-f_{\partial \Omega}\right|^{p} d \sigma\right)^{1 / p} \leq C\left(f_{\partial \Omega}\left|\nabla_{\tan } f\right|^{p} d \sigma\right)^{1 / p}, \tag{4.3.51}
\end{equation*}
$$

uniformly for $f \in L_{1}^{p}(\partial \Omega, d \sigma)$, where $f_{\partial \Omega}$ denotes the integral average of $f$ on $\partial \Omega$.
Proof. Seeking a contradiction, assume that there exists a sequence $f_{j} \in L_{1}^{p}(\partial \Omega, d \sigma), j \in \mathbb{N}$, with $\left\|\nabla_{\tan } f\right\|_{L^{p}(\partial \Omega, d \sigma)} \rightarrow 0$ as $j \rightarrow \infty$ and yet $\left\|f_{j}-\left(f_{j}\right)_{\partial \Omega}\right\|_{L^{p}(\partial \Omega, d \sigma)}=1$ for each $j \in \mathbb{N}$. Based on (4.3.49), there is no loss of generality in assuming that $f_{j}-\left(f_{j}\right)_{\partial \Omega} \rightarrow g$ in $L^{p}(\partial \Omega, d \sigma)$ as $j \rightarrow \infty$. In particular, this entails

$$
\begin{equation*}
\|g\|_{L^{p}(\partial \Omega, d \sigma)}=1 \quad \text { and } \quad \int_{\partial \Omega} g d \sigma=0 \tag{4.3.52}
\end{equation*}
$$

We now claim that $g \in L_{1}^{p}(\partial \Omega, d \sigma)$ and, in fact, $\nabla_{\tan } g=0$. Indeed, if $\varphi \in C^{1}\left(\mathbb{R}^{n+1}\right)$, then for each $k, \ell \in\{1, \ldots, n+1\}$ we may write

$$
\begin{equation*}
\int_{\partial \Omega} g\left(\partial_{\tau_{k \ell}} \varphi\right) d \sigma=\lim _{j \rightarrow \infty} \int_{\partial \Omega}\left(f_{j}-\left(f_{j}\right)_{\partial \Omega}\right)\left(\partial_{\tau_{k \ell}} \varphi\right) d \sigma=\lim _{j \rightarrow \infty} \int_{\partial \Omega}\left(\partial_{\tau_{\ell k}} f_{j}\right) \varphi d \sigma=0, \tag{4.3.53}
\end{equation*}
$$

justifying the claim. Going further, this, the connectivity assumption on $\partial \Omega$ and Proposition 3.6.6 further entail that $g$ is constant on $\partial \Omega$. With this in hand, the desired contradiction is evident from (4.3.52).

### 4.4 Compactness of double layer-like operators on $\mathrm{VMO}_{1}$ domains

Here we discuss the work in [50] and, when $\Omega$ is a $\mathrm{VMO}_{1}$ domain, use it to establish the compactness on $L^{p}(\partial \Omega, d \sigma)$ of singular integral operators belonging to a distinguished class (which contains the principal value harmonic double layer $K$ ). Prior to presenting this in the form of a theorem, we isolate a key estimate. To state it, recall next that given $p \in(1, \infty)$, a positive, locally integrable function $w$ defined in $\mathbb{R}^{n}$ is said to belong to the Muckenhoupt class $A_{p}$ if

$$
\begin{equation*}
[w]_{A_{p}}:=\sup _{Q \subset \mathbb{R}^{n}, \text { cube }}\left(f_{Q} w(x) d x\right)\left(f_{Q} w(x)^{-1 /(p-1)} d x\right)^{p-1}<\infty . \tag{4.4.1}
\end{equation*}
$$

For further reference, we recall that, corresponding to $p=1$,

$$
\begin{equation*}
[w]_{A_{1}}:=\sup _{Q \subset \mathbb{R}^{n}, \text { cube }}\left(f_{Q} w(x) d x\right)\left(\operatorname{ess} \inf _{Q} w\right)^{-1}<\infty \tag{4.4.2}
\end{equation*}
$$

and that, corresponding to $p=\infty$,

$$
\begin{equation*}
A_{\infty}:=\bigcup_{p \geq 1} A_{p} . \tag{4.4.3}
\end{equation*}
$$

The relevance of this concept in the current context stems from the following observation made in [50]:

$$
\begin{align*}
& A \text { as in }(2.5 .1)-(2.5 .2) \Longrightarrow w:=\sqrt{1+|\nabla A|^{2}} \in \bigcap_{1<p<\infty} A_{p}  \tag{4.4.4}\\
& \text { and } \quad[w]_{A_{p}}<C_{n, p}\left(1+\|\nabla A\|_{*}\right) \text { for each } p \in(1, \infty) .
\end{align*}
$$

For $p \in(1, \infty)$ and $w \in A_{p}$ define $L_{w}^{p}\left(\mathbb{R}^{n}\right)$ as the weighted $L^{p}$ space in $\mathbb{R}^{n}$ with respect to the measure $w d x$. We then have

Theorem 4.4.1 For each $m, n \in \mathbb{N}$ there exists $N=N(n, m) \in \mathbb{N}$ with the following significance. Let $A, B_{j}, j=1, \ldots, m$, be functions in $\mathrm{BMO}_{1}\left(\mathbb{R}^{n}\right)$ and set $B:=\left(B_{1}, \ldots, B_{m}\right)$. Also, pick an even function $F: \mathbb{R}^{m} \rightarrow \mathbb{R}$ of class $C^{N+2}$ with the property that $|F(w)| \leq C(1+|w|)^{-1}$ for $w \in \mathbb{R}^{m}$, and $\partial^{\alpha} F \in L^{1}\left(\mathbb{R}^{m}\right)$ whenever $0 \leq|\alpha| \leq N+2$. Finally, for each $x \in \mathbb{R}^{n}$ set

$$
\begin{equation*}
T_{*}[A, B] f(x):=\sup _{\varepsilon>0}\left|\int_{\substack{y \in \mathbb{R}^{n} \\|x-y|>\varepsilon}} \frac{A(x)-A(y)-\langle\nabla A(y), x-y\rangle}{|x-y|^{n+1}} F\left(\frac{B(x)-B(y)}{|x-y|}\right) f(y) d y\right| . \tag{4.4.5}
\end{equation*}
$$

Then for each $p \in(1, \infty)$ and $w \in A_{p}$, there holds

$$
\begin{align*}
\left\|T_{*}[A, B] f\right\|_{L_{w}^{p}\left(\mathbb{R}^{n}\right)} \leq & C\left(n, p,[w]_{A_{p}}\right)\left(\sum_{|\alpha| \leq N+2}\left\|\partial^{\alpha} F\right\|_{L^{1}\left(\mathbb{R}^{m}\right)}+\sup _{w \in \mathbb{R}^{m}}[(1+|w|)|F(w)|]\right) \times \\
& \times\|\nabla A\|_{*}\left(1+\sum_{j=1}^{m}\left\|\nabla B_{j}\right\|_{*}\right)^{N}\|f\|_{L_{w}^{p}\left(\mathbb{R}^{n}\right)} . \tag{4.4.6}
\end{align*}
$$

Proof. This is a mild extension of Theorem 1.10 in [50], where the case $m=1$ has been treated. The current version can be proved along similar lines, the only notable difference being that the quantity denoted $m_{B}(\nabla A)$ at the bottom of page 490 in [50] now becomes $\left(f_{B} \nabla B_{j} d x\right)_{1 \leq j \leq m}$ and the 'dot' products in Case 2 and Case 3 on pp. 491-492 in [50] should be interpreted accordingly. This allows for the same reduction (via good $\lambda$-inequalities) to the case when $A, B$ are Lipschitz functions. The Lipschitz version of Theorem 4.4.1 is well-known; see, for instance, Theorem 11 on p. 108 in [83] for the unweighted version of (4.4.6). The fact that a Muckenhoupt weight can be allowed is a well-known property of singular integral operators of Calderón-Zygmund type; cf. [19], [83]. When $A$ is a Lipschitz function, the special algebraic expression $A(x)-A(y)-\langle\nabla A(y), x-y\rangle$ no longer plays a crucial role, in the sense that it can be decoupled into $A(x)-A(y)$ and $\langle\nabla A(y), y-x\rangle$, then both pieces can be treated separately, yielding (by linearity and rescaling) the factor $\|\nabla A\|_{L^{\infty}}$ in the right hand-side of the estimate (4.4.6).

Theorem 4.4.2 Retain the same assumptions as in Theorem 4.4.1 and strengthen the hypothesis on $A$ by requiring that this function belongs to $\mathrm{VMO}_{1}\left(\mathbb{R}^{n}\right)$. Also, for a fixed, arbitrary cube $Q$ in $\mathbb{R}^{n}$, define

$$
\begin{equation*}
T[A, B] f(x):=\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{y \in \mathbb{R}^{n} \\|x-y|^{2}+(A(x)-A(y))^{2}>\varepsilon^{2}}} \frac{A(x)-A(y)-\langle\nabla A(y), x-y\rangle}{|x-y|^{n+1}} F\left(\frac{B(x)-B(y)}{|x-y|}\right) f(y) d y, \tag{4.4.7}
\end{equation*}
$$

where $x \in Q$. Then for each $p \in(1, \infty), w \in A_{p}$, and $f \in L_{w}^{p}(Q)$, the limit in (4.4.7) exists for a.e. $x \in Q$ and the operator

$$
\begin{equation*}
T[A, B]: L_{w}^{p}(Q) \longrightarrow L_{w}^{p}(Q) \tag{4.4.8}
\end{equation*}
$$

is compact.
Proof. Once Theorem 4.4.1 has been established, the same proof as in [50] applies.
We conclude this subsection with several remarks.
Remark $I$. Let $\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma)\right)$ stand for the Banach space of linear, bounded operators on $L^{p}(\partial \Omega, d \sigma)$. Theorem 4.4.1 implies that, in the case when $\partial \Omega$ is the graph of a $\mathrm{BMO}_{1}$ function $A$,

$$
\begin{equation*}
\|K\|_{\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma)\right)} \leq C\|\nabla A\|_{*}\left(1+\|\nabla A\|_{*}\right)^{N}, \tag{4.4.9}
\end{equation*}
$$

for some $N=N(n)>0$. In particular, for each $p \in(1, \infty)$, the operator $\frac{1}{2} I+K$ is invertible on $L^{p}(\partial \Omega, d \sigma)$ when $\|\nabla A\|_{*}$ is small enough. A closely related issue, namely whether

$$
\begin{equation*}
\Omega \text { bounded } \mathrm{VMO}_{1} \text { domain } \Longrightarrow K \text { is compact on } L^{p}(\partial \Omega, d \sigma), \tag{4.4.10}
\end{equation*}
$$

has been solved in the affirmative in [50] (cf. Theorem 1.17 there). On the other hand, if $\Omega$ is a bounded $\mathrm{BMO}_{1}$ domain with the property that $\nu \in \operatorname{VMO}(\partial \Omega, d \sigma)$, then we may write

$$
\begin{equation*}
\frac{1}{2} I+K=\left[\frac{1}{2} I+\left(\frac{K-K^{*}}{2}\right)\right]+\left(\frac{K+K^{*}}{2}\right)=: K_{1}+K_{2} \tag{4.4.11}
\end{equation*}
$$

and note that $K_{1}$ is accretive on $L^{2}(\partial \Omega, d \sigma)$ since $\int_{\partial \Omega} f K_{1} f d \sigma=\frac{1}{2}\|f\|_{L^{2}(\partial \Omega, d \sigma)}^{2}$, whereas the integral kernel of $K_{2}$ is $\langle(\nabla E)(X-Y), \nu(X)-\nu(Y)\rangle$, i.e., of commutator type (see Theorem 2.4.2 and Theorem 2.4.5). All these can then be used to show that, in this case, $\frac{1}{2} I+K$ is Fredholm with index zero on $L^{2}(\partial \Omega, d \sigma)$. While we shall consider this point in greater detail later on, here we want to point out that the above observation invites the natural question whether the harmonic double layer $K$ itself is actually compact on $L^{2}(\partial \Omega, d \sigma)$ (or, more generally, on $L^{p}(\partial \Omega, d \sigma)$ for each $p \in(1, \infty))$ whenever $\Omega$ is a bounded $\mathrm{BMO}_{1}$ domain for which $\nu \in \operatorname{VMO}(\partial \Omega, d \sigma)$. Since $\mathrm{BMO}_{1}$ domains have been shown in [55] to have the NTA property, the affirmative answer to this question follows from the results of the next subsection.

Remark II. Recall Zygmund's $\Lambda_{*}$ class defined by (3.1.30), along with its counterpart $\lambda_{*}$ defined by the requirement (3.1.32). There exist dimensional constants $C_{n}>0$ and $\delta_{n}>0$ with the property that if $\delta \in\left(0, \delta_{n}\right)$ and $\|\varphi\|_{\Lambda_{*}\left(\mathbb{R}^{n}\right)} \leq C_{n} \delta$ then $\Omega=\left\{\left(x, x_{n+1}\right): x_{n+1}>\varphi(x)\right\}$ is $\delta$-Reifenberg flat. Indeed, the separation property can be checked using the argument starting at the bottom of p. 95 in [55]. To also establish the estimate

$$
\begin{equation*}
\sup _{r>0} \sup _{Q \in \partial \Omega} \theta(Q, r) \leq C\|\varphi\|_{\Lambda_{*}\left(\mathbb{R}^{n}\right)}, \tag{4.4.12}
\end{equation*}
$$

fix $\eta \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$, nonnegative, even, with $\int \eta=1$. If, for any $Q \in \partial \Omega, Q=(x, \varphi(x))$, and $r>0$, we now introduce the hyperplane

$$
\begin{equation*}
L(Q, r):=\left\{\left(z, \varphi(x)+\left\langle\nabla\left(\varphi * \eta_{r}\right)(x), z-x\right\rangle\right): z \in \mathbb{R}^{n}\right\} \tag{4.4.13}
\end{equation*}
$$

then (4.4.12) follows from (3.1.36). A slight version of the above argument also shows that $\Omega$ is a Reifenberg flat domain with vanishing constant whenever $\varphi \in \lambda_{*}\left(\mathbb{R}^{n}\right)$. This is acknowledged at the beginning of $\S 3$ on p. 524 in [64]. The same remark is also made on p. 371 of [65]. As a consequence, one can deduce that each $\mathrm{VMO}_{1}$ domain is a regular SKT domain. In particular, the material of the following subsection will extend the compactness result presented in Theorem 4.4.2.

### 4.5 Compactness of double layer-like operators on regular SKT domains

Here we shall extend the scope of work initiated in $\S 4.4$ by proving Theorem 4.5 .1 , which is the main result in this subsection. To state it, we find it convenient to introduce the following piece of notation. Given a Banach space $\mathcal{X}$, set $\mathcal{L}(\mathcal{X})$ for the Banach space of all bounded linear operators on $\mathcal{X}$ and define

$$
\begin{equation*}
\mathrm{Cp}(\mathcal{X}):=\text { the space of all linear compact operators on } \mathcal{X} \tag{4.5.1}
\end{equation*}
$$

which, as is well-know, is a closed subspace of $\mathcal{L}(\mathcal{X})$. An extension of the compactness result below to more general, variable coefficient kernels appears in Theorem 4.5.4.

Theorem 4.5.1 Let $\Omega \subset \mathbb{R}^{n+1}$ be a domain satisfying a two-sided local John condition and whose boundary is Ahlfors regular and compact. Also, fix an arbitrary $p \in(1, \infty)$. Then for every $\varepsilon>0$ the following holds.

Given a function $k$ satisfying

$$
\begin{equation*}
k: \mathbb{R}^{n+1} \backslash\{0\} \rightarrow \mathbb{R} \text { is smooth, even, and homogeneous of degree }-(n+1) \tag{4.5.2}
\end{equation*}
$$

consider the operator

$$
\begin{equation*}
T f(X):=\lim _{\eta \rightarrow 0} \int_{Y \in \partial \Omega,|X-Y|>\eta}\langle X-Y, \nu(Y)\rangle k(X-Y) f(Y) d \sigma(Y), \quad X \in \partial \Omega \tag{4.5.3}
\end{equation*}
$$

Then there exists $\delta>0$, depending only on $\varepsilon$, the geometric characteristics $G(\Omega)$ of $\Omega$, n, $p$ and $\left\|\left.k\right|_{S^{n}}\right\|_{C^{N}}$ (where the integer $N$ is as in (3.2.5)) with the property that

$$
\begin{equation*}
\operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma))<\delta \Longrightarrow \operatorname{dist}\left(T, \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma)\right)<\varepsilon\right. \tag{4.5.4}
\end{equation*}
$$

where the distance in the right-hand side is measured in $\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma)\right)$.
As a corollary, granted the initial geometrical assumptions on $\Omega$ and (4.5.2)-(4.5.3), then for every $p \in(1, \infty)$ there exists $\varepsilon^{\prime}=\varepsilon^{\prime}(G(\Omega), k, p, \varepsilon)>0$ such that

$$
\begin{equation*}
\Omega \text { is a } \varepsilon^{\prime} \text {-regular } S K T \text { domain } \Longrightarrow \operatorname{dist}\left(T, \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma)\right)<\varepsilon\right. \tag{4.5.5}
\end{equation*}
$$

In particular, under the same background hypotheses, the following implication is valid for every $p \in(1, \infty)$ :

$$
\begin{equation*}
\nu \in \mathrm{VMO}(\partial \Omega, d \sigma) \Longrightarrow T: L^{p}(\partial \Omega, d \sigma) \longrightarrow L^{p}(\partial \Omega, d \sigma) \text { is a compact operator. } \tag{4.5.6}
\end{equation*}
$$

Proof. To set the stage, we first note that, thanks to Proposition 4.1 .12 and the current assumptions, the hypotheses of Theorem 3.5.2 are satisfied. In particular, the operator (4.5.6) is bounded whenever $1<p<\infty$. Throughout the proof, $C=C(\Omega)$ will mean that the $C$ depends only on $n$ and the John constants of $\Omega$ (e.g., the corkscrew constants and the constants appearing in the Ahlfors regularity conditions for $\Omega$ ).

Next, fix $p \in(1, \infty)$ along with an operator $T$ as in (4.5.2)-(4.5.3). Fix also an arbitrary threshold $\varepsilon>0$. For $\delta>0$ to be specified later, assume that

$$
\begin{equation*}
\operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma))<\delta \tag{4.5.7}
\end{equation*}
$$

Then it follows from (2.4.77) that it is possible to select $R_{\delta}>0$ such that

$$
\begin{equation*}
\|\nu\|_{*}(\Delta(X, R))<\delta, \quad \forall X \in \partial \Omega, \quad \forall R \in\left(0,100 C R_{\delta}\right) \tag{4.5.8}
\end{equation*}
$$

where $C>0$ is a fixed, sufficiently large large constant, depending on $\Omega$.
Our goal is to show that if $\delta$ is sufficiently small (relative to $\varepsilon$, the geometrical constants of $\Omega, n$, $p$ and $\left\|\left.k\right|_{S^{n}}\right\|_{C^{N}}$, where the integer $N$ is as in $\left.(3.2 .5)\right)$ then the distance, measured in $\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma)\right)$, from $T$ to the space of compact operators on $L^{p}(\partial \Omega, d \sigma)$ is $\leq \varepsilon$. To this end, we note that

$$
\begin{equation*}
\sup _{X \in \partial \Omega} \sup _{Y \in \Delta(X, 2 R)} R^{-1}\left|\left\langle X-Y, \nu_{\Delta(X, R)}\right\rangle\right| \leq C \delta, \quad \text { provided } \quad 0<R<10 C R_{\delta} \tag{4.5.9}
\end{equation*}
$$

for some $C=C(\Omega)>0$, by (4.5.7) and (4.2.23). Furthermore, we shall assume that $R_{\delta}$ is small enough so that the conclusions in Theorem 4.2 .4 are valid as stated for the choice $R_{*}:=10 C R_{\delta}$. Going further, cover

$$
\begin{equation*}
\partial \Omega \subset \bigcup_{j=1}^{N} B\left(X_{j}, R_{\delta}\right), \quad X_{j} \in \partial \Omega, \quad 1 \leq j \leq N \tag{4.5.10}
\end{equation*}
$$

and assume that this has been refined (using the Besicovitch covering theorem -cf . Theorem 2 on p. 30 in [36], or Lemma 11B. 1 in [111]), so as to have bounded overlap, independent of $\delta$ and $N$. That is, there is a fixed constant dimensional $c(n)$ such that each each point lies in at most $c(n)$ of the balls $\left\{B\left(X_{j}, R_{\delta}\right)\right\}_{1 \leq j \leq N}$. Pick now a family of smooth functions, $\left\{\varphi_{j}\right\}_{1 \leq j \leq N}$, with the property that, for each $j, \varphi_{j} \in C_{0}^{\infty}\left(B\left(X_{j}, R_{\delta}\right)\right), 0 \leq \varphi_{j} \leq 1$, and $\sum \varphi_{j}^{2}=1$ on a neighborhood of $\partial \Omega$. Also, for each $j=1, \ldots, N$, select $\psi_{j} \in C_{0}^{\infty}\left(B\left(X_{j}, R_{\delta}\right)\right)$ satisfying $0 \leq \psi_{j} \leq 1$ and which is identically one on the support of $\varphi_{j}$. Finally, generally speaking, denote by $M_{f}$ the operator of multiplication by the function $f$. We may then write

$$
\begin{equation*}
T=\sum_{j=1}^{N} M_{1-\psi_{j}} T M_{\varphi_{j}^{2}}+\sum_{j=1}^{N} M_{\psi_{j}} T M_{\varphi_{j}^{2}} \tag{4.5.11}
\end{equation*}
$$

and note that the first sum in the right hand-side of (4.5.11) is a compact operator on $L^{p}(\partial \Omega, d \sigma)$. Thus, for the purpose we have in mind, it suffices to show that

$$
\begin{equation*}
\left\|\sum_{j=1}^{N} M_{\psi_{j}} T M_{\varphi_{j}^{2}}\right\|_{\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma)\right)} \leq \varepsilon \tag{4.5.12}
\end{equation*}
$$

(We note that estimates on the gradients of $\varphi_{j}$ and $\psi_{j}$ are not used in subsequent calculations.) With this in mind, for an arbitrary $f \in L^{p}(\partial \Omega, d \sigma)$ we may write, using (twice) the bounded overlap property of the family $\left\{B\left(X_{j}, R_{\delta}\right)\right\}_{1 \leq j \leq N}$,

$$
\begin{align*}
& \left(\int_{\partial \Omega}\left|\sum_{j=1}^{N} \psi_{j} T\left(\varphi_{j}^{2} f\right)\right|^{p} d \sigma\right)^{1 / p} \leq C_{p, n}\left(\sum_{j=1}^{N} \int_{\partial \Omega}\left|\psi_{j} T\left(\varphi_{j}^{2} f\right)\right|^{p} d \sigma\right)^{1 / p} \\
& \quad \leq C_{p, n}\left(\sum_{j=1}^{N}\left\|M_{\psi_{j}} T M_{\varphi_{j}}\right\|_{\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma)\right)}^{p} \int_{\partial \Omega}\left|\varphi_{j} f\right|^{p} d \sigma\right)^{1 / p} \\
& \quad \leq C_{p, n} \max _{1 \leq j \leq N}\left\|M_{\psi_{j}} T M_{\varphi_{j}}\right\|_{\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma)\right)}\left(\int_{\partial \Omega}|f|^{p} d \sigma\right)^{1 / p} \tag{4.5.13}
\end{align*}
$$

Hence (4.5.12) follows as soon as we show that $\delta$ can be chosen such that

$$
\begin{equation*}
\left\|M_{\psi_{j}} T M_{\varphi_{j}}\right\|_{\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma)\right)} \leq \varepsilon / C_{p, n}, \quad \forall j \in\{1, \ldots, N\} \tag{4.5.14}
\end{equation*}
$$

For the remaining of the proof we shall focus on establishing (4.5.14) for a fixed, arbitrary $j$. We therefore find it convenient to re-denote $X_{o}:=X_{j}$, introduce $\Delta_{o}:=\Delta\left(X_{o}, R_{\delta}\right)$ and drop the dependence on $j$ for $\varphi_{j}, \psi_{j}$. To get started, fix $\gamma>0$ and, for each locally integrable function $f$ on $\partial \Omega$, define

$$
\begin{equation*}
\mathcal{M}_{\gamma} f(X):=\sup _{\Delta \ni X}\left(f_{\Delta}|f|^{1+\gamma} d \sigma\right)^{1 /(1+\gamma)}, \quad X \in \partial \Omega, \tag{4.5.15}
\end{equation*}
$$

where the supremum is taken over all surface balls $\Delta$ containing $X$. Consider now a grid $\mathcal{Q}_{o}$ of dyadic cubes $Q$ on $\partial \Omega$ (cf. Proposition 2.4.7) at a fixed scale, comparable to diam $\Delta_{o}$. Also, set

$$
\begin{equation*}
I_{o}:=\bigcup_{Q \in \mathcal{Q}_{o}, Q \cap 2 \Delta_{o} \neq \emptyset} Q . \tag{4.5.16}
\end{equation*}
$$

Let us also fix $f \in \operatorname{Lip}_{c}(\partial \Omega)$ and $\lambda>0$ arbitrary. Also, assume that $A>0$ is a fixed constant, whose actual size is to be specified later. The strategy of the proof is to deduce a good- $\lambda$ inequality of the form

$$
\begin{align*}
\sigma\left(\left\{X \in I_{o}: T_{*}(\varphi f)(X)>\right.\right. & \left.\left.3 \lambda \text { and } \mathcal{M}_{\gamma} f(X) \leq A \lambda\right\}\right) \\
& \leq c(\delta) \sigma\left(\left\{X \in I_{o}: T_{*}(\varphi f)(X)>\lambda\right\}\right) \tag{4.5.17}
\end{align*}
$$

where

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} c(\delta)=0 \tag{4.5.18}
\end{equation*}
$$

Here we wish to stress that, in contrast to the standard approach (cf. [19]), the constant $A$ is taken to be large, rather than small. Such a choice is of utmost importance in the derivation of (4.5.14). The crucial ingredient allowing us to nonetheless implement the technology associated with good- $\lambda$ inequalities in this context is the smallness of the local BMO norm of $\nu$, which turns out to be an adequate counterbalance of the fact that $A$ is large.

Of course, as far as (4.5.17) is concerned, it suffices to consider the case when

$$
\begin{equation*}
\mathcal{F}_{\lambda}:=\left\{X \in I_{o}: T_{*}(\varphi f)(X)>3 \lambda \text { and } \mathcal{M}_{\gamma} f(X) \leq A \lambda\right\} \neq \emptyset, \tag{4.5.19}
\end{equation*}
$$

otherwise there is nothing to prove. Fix $X_{\star} \in \mathcal{F}_{\lambda}$ and bring in the decomposition $I_{o}=\mathcal{P}_{\lambda} \cup \mathcal{S}_{\lambda}$ where

$$
\begin{equation*}
\mathcal{P}_{\lambda}:=\left\{X \in I_{o}: T_{*}(\varphi f)(X) \leq \lambda\right\}, \quad \mathcal{S}_{\lambda}:=\left\{X \in I_{o}: T_{*}(\varphi f)(X)>\lambda\right\} . \tag{4.5.20}
\end{equation*}
$$

Let us first treat the case when $\mathcal{P}_{\lambda}=\emptyset$, i.e., when $\mathcal{S}_{\lambda}=I_{o}$.
We shall make use of Semmes's decomposition in the version presented in Theorem 4.2.4. In particular, (4.2.36)-(4.2.37) induce a splitting $I_{o}=G \cup E$ into two disjoint ('good' and 'evil') pieces satisfying the following two properties. First, in some suitable local co-ordinate system, $G$ agrees with the graph $\mathcal{G}$ of a Lipschitz function $h$ for which

$$
\begin{equation*}
\|\nabla h\|_{L^{\infty}} \leq \delta \tag{4.5.21}
\end{equation*}
$$

and, second, there exist $C_{1}, C_{2}>0$, geometrical constants, such that

$$
\begin{equation*}
\sigma(E) \leq C_{1} \exp \left(-C_{2} / \delta\right) \sigma\left(I_{o}\right) \tag{4.5.22}
\end{equation*}
$$

Thanks to (4.5.22), in order to establish (4.5.17) in the current case, it is enough to look at

$$
\begin{align*}
& \sigma\left(\left\{X \in G: T_{*}\left(\varphi f \mathbf{1}_{G}\right)(X)>\frac{3}{2} \lambda \text { and } \mathcal{M}_{\gamma} f(X) \leq A \lambda\right\}\right) \\
& \quad+\sigma\left(\left\{X \in G: T_{*}\left(\varphi f \mathbf{1}_{E}\right)(X)>\frac{3}{2} \lambda \text { and } \mathcal{M}_{\gamma} f(X) \leq A \lambda\right\}\right) . \tag{4.5.23}
\end{align*}
$$

The first piece can be estimated by rewriting it in graph co-ordinates, based on (4.2.32)-(4.2.33). More specifically, denote by $\tilde{\sigma}$ the surface measure on $\mathcal{G}$, and by $\tilde{T}$ the operator associated with $\mathcal{G}$ much as $T$ in (4.5.3) is associated with $\partial \Omega$. (It is well-known that the measures $\sigma$ and $\tilde{\sigma}$ are compatible on $\partial \Omega \cap \mathcal{G}$. See, e.g., Proposition 12.9 in [111].) We can then apply Chebysheff's inequality and Theorem 4.4.1 in concert with the smallness condition (4.5.21) to estimate

$$
\begin{align*}
& \sigma\left(\left\{X \in G: T_{*}\left(\varphi f \mathbf{1}_{G}\right)(X)>\frac{3}{2} \lambda\right\}\right)=\tilde{\sigma}\left(\left\{X \in \mathcal{G}: \tilde{T}_{*}\left(\varphi f \mathbf{1}_{G}\right)(X)>\frac{3}{2} \lambda\right\}\right) \\
& \leq \frac{C}{\lambda^{1+\gamma}} \int_{\mathcal{G}}\left|T_{*}\left(\varphi f \mathbf{1}_{G}\right)\right|^{1+\gamma} d \tilde{\sigma} \\
& \leq C \frac{\delta}{\lambda^{1+\gamma}} \int_{\mathcal{G}}\left|f \mathbf{1}_{G}\right|^{1+\gamma} d \tilde{\sigma} \leq C \delta \frac{\sigma\left(I_{o}\right)}{\lambda^{1+\gamma}} f_{I_{o}}|f|^{1+\gamma} d \sigma \\
& \leq C \delta \frac{\sigma\left(I_{o}\right)}{\lambda^{1+\gamma}}\left[\mathcal{M}_{\gamma} f\left(X_{\star}\right)\right]^{1+\gamma} \\
& \leq C A^{1+\gamma} \delta \sigma\left(I_{o}\right) . \tag{4.5.24}
\end{align*}
$$

As for the second term in (4.5.23), we let $q:=\sqrt{1+\gamma} \in(1, \infty)$ and write

$$
\begin{align*}
\sigma(\{X \in G: & \left.\left.T_{*}\left(\varphi f \mathbf{1}_{E}\right)(X)>\frac{3}{2} \lambda\right\}\right) \\
& \leq \frac{C}{\lambda^{q}} \int_{\partial \Omega}\left|T_{*}\left(\varphi f \mathbf{1}_{E}\right)\right|^{q} d \sigma \leq \frac{C}{\lambda^{q}}\left(\int_{I_{o}}|f|^{q} \mathbf{1}_{E} d \sigma\right) \\
& \leq C \frac{\sigma(E)^{(q-1) / q}}{\lambda^{q}}\left(\int_{I_{o}}|f|^{q^{2}} d \sigma\right)^{1 / q}  \tag{4.5.25}\\
& \leq C \lambda^{-q} \sigma\left(I_{o}\right)\left(\frac{\sigma(E)}{\sigma\left(I_{o}\right)}\right)^{(q-1) / q}\left(f_{I_{o}}|f|^{q^{2}} d \sigma\right)^{1 / q} \\
& \leq C_{1} \lambda^{-q} \exp \left(-\frac{C_{2}(q-1)}{\delta q}\right) \sigma\left(I_{o}\right)\left[\mathcal{M}_{\gamma} f\left(X_{\star}\right)\right]^{q} \\
& \leq C_{1} A^{\sqrt{1+\gamma}} \exp \left(-\frac{C_{2} \gamma}{\delta \sqrt{1+\gamma}(\sqrt{1+\gamma}+1)}\right) \sigma\left(I_{o}\right)
\end{align*}
$$

using Hölder's inequality and the estimate (4.5.22). Altogether, the above reasoning shows that (4.5.17) holds with a constant as in (4.5.18), when $\mathcal{P}_{\lambda}=\emptyset$.

Assume next that $\mathcal{P}_{\lambda} \neq \emptyset$. Perform a decomposition

$$
\begin{equation*}
\mathcal{S}_{\lambda}=\bigcup_{k \in \mathcal{K}} Q_{k} \tag{4.5.26}
\end{equation*}
$$

into maximal dyadic subcubes of $I_{o}$. That is, using a stopping time argument which involves successive dyadic divisions of $I_{o}$ (in the sense described in Proposition 2.4.7), we can produce a covering of $\mathcal{S}_{\lambda}$ with mutually disjoint dyadic cubes $Q_{k}$ which are maximal in the sense that, if $\widetilde{Q}_{k}$ denotes the dyadic parent of $Q_{k}$, then

$$
\begin{equation*}
\exists X_{k}^{*} \in \widetilde{Q}_{k} \cap\left(I_{o} \backslash \mathcal{S}_{\lambda}\right)=\widetilde{Q}_{k} \cap \mathcal{P}_{\lambda} \tag{4.5.27}
\end{equation*}
$$

To each $k \in \mathcal{K}$ we associate a surface ball $\Delta_{k}$ with center in $Q_{k}$ and of radius diam $Q_{k}$. We also let $\widetilde{\Delta}_{k}$ be a surface ball with center at some point in $\widetilde{Q}_{k}$ and radius $2 \operatorname{diam} \widetilde{Q}_{k}$.

Going further, we categorize the collection $\left\{\Delta_{k}\right\}_{k \in \mathcal{K}}$ into two classes. Specifically, denote by $\mathcal{K}_{1}$ the collection of all $k \in \mathcal{K}$ with the property that $\Delta_{k}$ contains a point $X_{k}^{* *}$ for which

$$
\begin{equation*}
\mathcal{M}_{\gamma} f\left(X_{k}^{* *}\right) \leq A \lambda \tag{4.5.28}
\end{equation*}
$$

and set $\mathcal{K}_{2}:=\mathcal{K} \backslash \mathcal{K}_{1}$. It follows then that

$$
\begin{equation*}
\mathcal{F}_{\lambda} \cap \Delta_{k}=\emptyset, \quad \forall k \in \mathcal{K}_{2}, \tag{4.5.29}
\end{equation*}
$$

and, since $\mathcal{F}_{\lambda} \subseteq \mathcal{S}_{\lambda}$,

$$
\begin{equation*}
\sigma\left(\left\{X \in I_{o}: T_{*}(\varphi f)(X)>3 \lambda \text { and } \mathcal{M}_{\gamma} f(X) \leq A \lambda\right\}\right)=\sum_{k \in \mathcal{K}_{1}} \sigma\left(\mathcal{F}_{\lambda} \cap \Delta_{k}\right) \tag{4.5.30}
\end{equation*}
$$

If we now denote

$$
\begin{equation*}
F_{k}:=\left\{X \in \Delta_{k}: T_{*}(\varphi f)(X)>3 \lambda\right\}, \quad k \in \mathcal{K}_{1}, \tag{4.5.31}
\end{equation*}
$$

it follows that $\mathcal{F}_{\lambda} \cap \Delta_{k} \subseteq F_{k}$ for each $k \in \mathcal{K}_{1}$, and our goal is to prove that

$$
\begin{equation*}
\sigma\left(F_{k}\right) \leq c(\delta) \sigma\left(\Delta_{k}\right), \quad \forall k \in \mathcal{K}_{1} \tag{4.5.32}
\end{equation*}
$$

with $c(\delta)>0$ as in (4.5.18). Granted this, we may then conclude that

$$
\begin{align*}
\sigma\left(\mathcal{F}_{\lambda}\right) & =\sum_{k \in \mathcal{K}_{1}} \sigma\left(\mathcal{F}_{\lambda} \cap \Delta_{k}\right) \leq \sum_{k \in \mathcal{K}_{1}} \sigma\left(F_{k}\right) \\
& \leq c(\delta) \sum_{k \in \mathcal{K}_{1}} \sigma\left(\Delta_{k}\right) \leq c(\delta) \sigma\left(\mathcal{S}_{\lambda}\right) \tag{4.5.33}
\end{align*}
$$

which justifies (4.5.17).
Turning to (4.5.32), fix $k \in \mathcal{K}_{1}$. In order to lighten notation, in the sequel we agree to suppress the dependence of $\Delta_{k}, \widetilde{\Delta}_{k}, F_{k}, X_{k}^{*}$ and $X_{k}^{* *}$ on $k$, and just simply write $\Delta, \widetilde{\Delta}, F, X^{*}$ and $X^{* *}$, respectively. With this convention in mind, let $R$ stand for the radius of $\Delta$ and denote by $\Delta^{*}$ the surface ball of center $X^{*}$ and diameter $C$ diam $\Delta$, for a constant $C>0$ depending only on $\Omega$, chosen so that $2 \widetilde{\Delta} \subset \Delta^{*} \subset C_{o} \Delta_{o}$, for a suitably large constant $C_{o}$, depending on $\Omega$. We then decompose

$$
\begin{equation*}
\varphi f=g_{1}+g_{2}, \quad \text { where } g_{1}:=(\varphi f) \mathbf{1}_{2 \Delta^{*}}, \quad g_{2}:=(\varphi f) \mathbf{1}_{\partial \Omega \backslash 2 \Delta^{*}}, \tag{4.5.34}
\end{equation*}
$$

so that

$$
\begin{equation*}
\sigma(F) \leq \sigma\left(\left\{X \in \Delta: T_{*} g_{1}(X)>\frac{3}{2} \lambda\right\}\right)+\sigma\left(\left\{X \in \Delta: T_{*} g_{2}(X)>\frac{3}{2} \lambda\right\}\right) \tag{4.5.35}
\end{equation*}
$$

Now, the contribution from $g_{1}$ is handled as before, applying Semmes' decomposition to $\Delta^{*}$ and using the fact that there exists $X^{* *} \in \Delta$ such that $\mathcal{M}_{\gamma} f\left(X^{* *}\right) \leq A \lambda$. For this, we thus obtain

$$
\begin{equation*}
\sigma\left(\left\{X \in \Delta: T_{*} g_{1}(X)>\frac{3}{2} \lambda\right\}\right) \leq c(\delta) \sigma(\Delta) \tag{4.5.36}
\end{equation*}
$$

with $c(\delta)>0$ as in (4.5.18), which is of the right order.
As for $g_{2}$, observe first that since the truncation in the definition of $g_{2}$ occurs at $X^{*} \in \widetilde{\Delta} \cap \mathcal{P}_{\lambda}$, we have

$$
\begin{equation*}
\left|T_{\varepsilon} g_{2}\left(X^{*}\right)\right| \leq T_{*}(\varphi f)\left(X^{*}\right) \leq \lambda, \quad \forall \varepsilon>0 \tag{4.5.37}
\end{equation*}
$$

With $\varepsilon>0$ momentarily fixed, consider now an arbitrary point $X \in \Delta$ and bound

$$
\begin{equation*}
\left|T_{\varepsilon} g_{2}(X)-T_{\varepsilon} g_{2}\left(X^{*}\right)\right| \leq I+I I+I I \tag{4.5.38}
\end{equation*}
$$

where

$$
\begin{align*}
I & :=\int_{\partial \Omega \backslash 2 \Delta^{*}}\left|\langle X-Y, \nu(Y)\rangle k(X-Y)-\left\langle X^{*}-Y, \nu(Y)\right\rangle k\left(X^{*}-Y\right)\right||(\varphi f)(Y)| d \sigma(Y), \\
I I & :=\int_{\substack{Y \\
|X-Y|>\varepsilon,\left|X^{*}-Y\right|<\varepsilon}}|\langle X-Y, \nu(Y)\rangle| \cdot|k(X-Y)| \cdot|(\varphi f)(Y)| d \sigma(Y),  \tag{4.5.39}\\
I I I & :=\int_{\substack{Y \\
\left|X^{*}-Y\right| \partial \Omega|>\varepsilon,|X-Y|<\varepsilon}}\left|\left\langle X^{*}-Y, \nu(Y)\right\rangle\right| \cdot\left|k\left(X^{*}-Y\right)\right| \cdot|(\varphi f)(Y)| d \sigma(Y) .
\end{align*}
$$

In preparation for estimating $I$, we wish to analyze the difference between the original integrand and a similar expression in which $\nu(Y)$ has been replaced by $\nu_{\Delta^{*}}:=f_{\Delta^{*}} \nu d \sigma$. Let $R$ denotes the radius of $\Delta^{*}$. Keeping in mind that $X \in \Delta$, the error which occurs in this fashion can be estimate as follows

$$
\begin{align*}
& \mid \int_{\Delta_{o} \backslash 2 \Delta^{*}}\left(\left\langle X-Y, \nu(Y)-\nu_{\Delta^{*}}\right\rangle k(X-Y)\right. \\
& \leq C \int_{\Delta_{o} \backslash 2 \Delta^{*}} \frac{\left.-\left\langle X^{*}-Y, \nu(Y)-\nu_{\Delta^{*}}\right\rangle k\left(X^{*}-Y\right)\right) f(Y) d \sigma(Y) \mid}{\left(R+\left|X^{*}-Y\right|\right)^{n+1}}\left|\nu(Y)-\nu_{\Delta^{*}}\right||f(Y)| d \sigma(Y) \\
& \leq C \sum_{\substack{j \in \mathbb{N} \\
2^{j+1} \Delta^{*} \subseteq C_{o} \Delta_{o}}} 2^{-j} f_{2^{j+1} \Delta^{*} \backslash 2^{j} \Delta^{*}}\left|\nu(Y)-\nu_{\Delta^{*}}\right||f(Y)| d \sigma(Y) \\
& \leq C\left(\sum_{j=1}^{\infty} j 2^{-j}\right)\|\nu\|_{*}\left(C_{o} \Delta_{o}\right) \mathcal{M}_{\gamma} f\left(X^{*}\right) \\
& \leq C A \delta \lambda,
\end{align*}
$$

where we have used the well-known fact that $\left|\nu_{\Delta^{*}}-\nu_{2^{j} \Delta^{*}}\right| \leq C j\|\nu\|_{*}\left(2^{j+1} \Delta^{*}\right)$. On the other hand, based on the properties of $k(X)$ and the Mean-Value Theorem we have

$$
\begin{align*}
& \left|\int_{\Delta_{o} \backslash 2 \Delta^{*}}\left(\left\langle X-Y, \nu_{\Delta^{*}}\right\rangle k(X-Y)-\left\langle X^{*}-Y, \nu_{\Delta^{*}}\right\rangle k\left(X^{*}-Y\right)\right) f(Y) d \sigma(Y)\right| \\
& \leq C \sum_{\substack{j \in \mathbb{N} \\
2^{j+1} \Delta^{*} \subseteq C_{o} \Delta_{o}}} \int_{2^{j+1} \Delta^{*} \backslash 2^{j} \Delta^{*}}\left(\frac{\mid\left\langle X-X^{*}, \nu_{\left.\Delta^{*}\right\rangle}\right|}{\left|X^{*}-Y\right|^{n+1}}+R \frac{\left|\left\langle X-Y, \nu_{\Delta^{*}}\right\rangle\right|}{\left|X^{*}-Y\right|^{n+2}}\right)|f(Y)| d \sigma(Y) \\
& \leq C \sum_{\substack{j \in \mathbb{N} \\
2^{j+1} \Delta^{*} \subseteq C_{o} \Delta_{o}}} \int_{2^{j+1} \Delta^{*} \backslash 2^{j} \Delta^{*}} \frac{\left|\left\langle X-X^{*}, \nu_{\left.\Delta^{*}\right\rangle}\right\rangle\right|}{\left|X^{*}-Y\right|^{n+1}}|f(Y)| d \sigma(Y) \\
& \quad+C R \sum_{\substack{j \in \mathbb{N} \\
2^{j+1} \Delta^{*} \subseteq C_{o} \Delta_{o}}} \int_{2^{j^{+1} \Delta^{*} \backslash 2^{j} \Delta^{*}}} \frac{\mid\left\langle X-Y, \nu_{\Delta^{*}}-\nu_{\left.2^{j+1} \Delta^{*}\right\rangle \mid}^{\left|X^{*}-Y\right|^{n+2}}\right| f(Y) \mid d \sigma(Y)}{} \\
& \quad+C R \sum_{\substack{j \in \mathbb{N}}} \int_{2^{j+1} \Delta^{*} \backslash 2^{j} \Delta^{*}} \frac{\mid\left\langle X-Y, \nu_{\left.2^{j+1} \Delta^{*}\right\rangle}\right.}{\left|X^{*}-Y\right|^{n+2}}|f(Y)| d \sigma(Y) \\
& =: I_{1}+I_{2}+I_{3} . \tag{4.5.41}
\end{align*}
$$

Now, much as before, with the help of (4.5.9) we obtain

$$
\begin{align*}
\left|I_{1}\right|+\left|I_{3}\right| & \leq C\|\nu\|_{*}\left(C_{o} \Delta_{o}\right) \sum_{j=1}^{\infty} 2^{-j} f_{2^{j+1} \Delta^{*} \backslash 2^{j} \Delta^{*}}|f(Y)| d \sigma(Y) \\
& \leq C\|\nu\|_{*}\left(C_{o} \Delta_{o}\right) \mathcal{M}_{\gamma} f\left(X^{* *}\right) \leq C A \delta \lambda, \tag{4.5.42}
\end{align*}
$$

and

$$
\begin{align*}
\left|I_{2}\right| & \leq C\|\nu\|_{*}\left(C_{o} \Delta_{o}\right) \sum_{j=1}^{\infty} j 2^{-j} f_{2^{j+1} \Delta^{*} \backslash 2^{j} \Delta^{*}}|f(Y)| d \sigma(Y) \\
& \leq C\|\nu\|_{*}\left(C_{o} \Delta_{o}\right) \mathcal{M}_{\gamma} f\left(X^{* *}\right) \leq C A \delta \lambda . \tag{4.5.43}
\end{align*}
$$

In summary, the estimates (4.5.40)-(4.5.43) prove that

$$
\begin{equation*}
I \leq C A \delta \lambda \tag{4.5.44}
\end{equation*}
$$

Turning our attention to $I I$ and $I I I$ in (4.5.39), let us first note that

$$
\begin{align*}
& |X-Y| \approx\left|X^{*}-Y\right| \approx\left|X^{* *}-Y\right|, \quad \text { uniformly for }  \tag{4.5.45}\\
& X, X^{* *} \in \Delta, X^{*} \in \widetilde{\Delta} \text { and } Y \in \partial \Omega \backslash 2 \Delta^{*}
\end{align*}
$$

In particular, $|X-Y| \approx\left|X^{*}-Y\right| \approx \varepsilon$ in the domain of integration in $I I$ and $I I I$. Let us also observe that it can be assumed that

$$
\begin{equation*}
0<\varepsilon<C R_{\delta} \tag{4.5.46}
\end{equation*}
$$

since otherwise both $I I$ and $I I I$ vanish, out of simple support considerations. These considerations allow us to estimate

$$
\begin{align*}
I I \leq & C_{1} \varepsilon^{-n} \int_{\substack{\left|X^{* *-Y \mid<C_{2} \varepsilon}\\
\right| X-Y \mid<C_{3} \varepsilon}} \frac{|\langle X-Y, \nu(Y)\rangle|}{|X-Y|}|f(Y)| d \sigma(Y) \\
\leq & C_{1} \varepsilon^{-n} \int_{\substack{\left|X^{* *}-Y\right|<C_{2} \varepsilon \\
|X-Y|<C_{3} \varepsilon}} \frac{\left|\left\langle X-Y, \nu(Y)-\nu_{\Delta(X, \varepsilon)}\right\rangle\right|}{|X-Y|}|f(Y)| d \sigma(Y) \\
& +C_{1} \varepsilon^{-n} \int_{\substack{|X * * Y|<C_{2} \varepsilon}}^{|X-Y|<C_{3} \varepsilon} \\
= & I I_{1}+I I_{2} . \tag{4.5.47}
\end{align*}
$$

Using Hölder and John-Nirenberg inequalities, (4.5.28), as well as (4.5.46) and the assumption (4.5.8), we may continue with

$$
\begin{equation*}
I I_{1} \leq C_{4}\|\nu\|_{*}\left(\Delta\left(X, C_{5} \varepsilon\right)\right) \mathcal{M}_{\gamma} f\left(X^{* *}\right) \leq C A \delta \tag{4.5.48}
\end{equation*}
$$

Proceeding in an analogous fashion and invoking (4.5.9) we also obtain

$$
\begin{equation*}
I I_{2} \leq C_{6} \sup _{Y \in \Delta\left(X, C_{3} \varepsilon\right)}\left|\left\langle X-Y, \nu_{\Delta(X, \varepsilon)}\right\rangle\right| \mathcal{M}_{\gamma} f\left(X^{* *}\right) \leq C A \delta . \tag{4.5.49}
\end{equation*}
$$

In a similar manner,

$$
\begin{equation*}
I I I \leq C A \delta \tag{4.5.50}
\end{equation*}
$$

so that, altogether,

$$
\begin{equation*}
\left|T_{\varepsilon} g_{2}(X)-T_{\varepsilon} g_{2}\left(X^{*}\right)\right| \leq C A \delta \lambda, \quad \forall X \in \Delta . \quad \forall \varepsilon>0, \tag{4.5.51}
\end{equation*}
$$

by (4.5.44) and (4.5.49)-(4.5.50). In particular,

$$
\begin{equation*}
\left|T_{\varepsilon} g_{2}(X)-T_{\varepsilon} g_{2}\left(X^{*}\right)\right| \leq \frac{1}{2} \lambda, \quad \forall X \in \Delta, \quad \forall \varepsilon>0 \tag{4.5.52}
\end{equation*}
$$

provided

$$
\begin{equation*}
0<\delta<\frac{1}{4 C^{2}} \quad \text { and } \quad A=\frac{1}{\sqrt{\delta}} \tag{4.5.53}
\end{equation*}
$$

Note that, by virtue of (4.5.37), (4.5.52) entails

$$
\begin{equation*}
T_{*} g_{2}(X) \leq \frac{3}{2} \lambda, \quad \forall X \in \Delta, \tag{4.5.54}
\end{equation*}
$$

whenever (4.5.53) holds. For this choice, we then write

$$
\begin{align*}
\sigma\left(\left\{X \in \Delta: T_{*}(\varphi f)(X)>3 \lambda\right\}\right) \leq & \sigma\left(\left\{X \in \Delta: T_{*} g_{1}(X)>\frac{3}{2} \lambda\right\}\right) \\
& +\sigma\left(\left\{X \in \Delta: T_{*} g_{2}(X)>\frac{3}{2} \lambda\right\}\right) \tag{4.5.55}
\end{align*}
$$

and observe that, by (4.5.54), the last term above drops out, as the corresponding set is empty. Thus, if $A$ and $\delta$ are as in (4.5.53), estimate (4.5.32) is a consequence of this and (4.5.36). This finishes the proof of (4.5.17) in the case when $A$ and $\delta$ are as in (4.5.53), which we shall assume henceforth.

Having proved (4.5.17), we make use of this inequality to deduce that

$$
\begin{align*}
& \sigma\left(\left\{X \in I_{o}: T_{*}(\varphi f)(X)>3 \lambda\right\}\right)  \tag{4.5.56}\\
& \quad \leq \sigma\left(\left\{X \in \partial \Omega: \mathcal{M}_{\gamma} f(X) \geq \delta^{-1 / 2} \lambda\right\}\right)+c(\delta) \sigma\left(\left\{X \in I_{o}: T_{*}(\varphi f)(X)>\lambda\right\}\right)
\end{align*}
$$

Multiplying (4.5.56) by $\lambda^{p-1}$ and integrating in $\lambda \in(0, \infty)$ then yields

$$
\begin{align*}
3^{-p} \int_{I_{o}}\left|T_{*}(\varphi f)\right|^{p} d \sigma & \leq \delta^{p / 2} \int_{\partial \Omega}\left|\mathcal{M}_{\gamma} f\right|^{p} d \sigma+c(\delta) \int_{I_{o}}\left|T_{*}(\varphi f)\right|^{p} d \sigma \\
& \leq C_{\partial \Omega, \gamma, p} \delta^{p / 2} \int_{\partial \Omega}|f|^{p} d \sigma+c(\delta) \int_{I_{o}}\left|T_{*}(\varphi f)\right|^{p} d \sigma \tag{4.5.57}
\end{align*}
$$

Since $\int_{I_{o}}\left|T_{*}(\varphi f)\right|^{p} d \sigma<\infty$, we can absorb the last integral in (4.5.57) in the left hand-side and obtain

$$
\begin{equation*}
\int_{I_{o}}\left|T_{*}(\varphi f)\right|^{p} d \sigma \leq c(\delta) \int_{\partial \Omega}|f|^{p} d \sigma \tag{4.5.58}
\end{equation*}
$$

with $c(\delta)>0$ as in (4.5.18). Consequently,

$$
\begin{equation*}
\int_{\partial \Omega}|\psi T(\varphi f)|^{p} d \sigma \leq \int_{I_{o}}\left|T_{*}(\varphi f)\right|^{p} d \sigma \leq c(\delta) \int_{\partial \Omega}|f|^{p} d \sigma \tag{4.5.59}
\end{equation*}
$$

where $c(\delta)>0$ is, once again, as in (4.5.18). Since $f$ is arbitrary in $L^{p}(\partial \Omega, d \sigma),(4.5 .14)$ follows by choosing $\delta>0$ suitably small (relative to $\Omega, p, n, k$ and $\gamma$ ) to begin with. This finishes the proof of the theorem.

The following results illustrate the sharpness of the theorem just established. For $\theta \in(0,2 \pi), p \in$ $(1, \infty)$, consider the following ("bow" shaped) closed contour given by the parametric representation

$$
\begin{equation*}
\Sigma_{\theta}(p):=\left\{ \pm \frac{\sin ((\pi-\theta) z)}{\sin (\pi z)}: z \in \frac{1}{p}+i \mathbb{R}\right\} \tag{4.5.60}
\end{equation*}
$$

Proposition 4.5.2 Consider a bounded, simply connected curvilinear polygon $\Omega \subset \mathbb{R}^{2}$ with angles $\theta_{j}, j=1, \ldots, N$, and let $p \in(1, \infty)$. For each $j=1, \ldots, N$, consider the bow-shaped curve $\Sigma_{\theta_{j}}(p)$ associated with the angle $\theta_{j}$ as in (4.5.60), and denote by $\widehat{\Sigma_{\theta_{j}}(p)}$ the (closed) two-dimensional region encompassed by $\Sigma_{\theta_{j}}(p)$. Let $K$ stand for the harmonic double layer potential operator on $\partial \Omega$. Then the spectrum of $K$ on $L^{p}(\partial \Omega, d \sigma)$ has the following structure:

$$
\begin{equation*}
\operatorname{Spec}\left(K, L^{p}(\partial \Omega, d \sigma)\right)=\left(\bigcup_{1 \leq j \leq N} \widehat{\Sigma_{\theta}(p)}\right) \bigcup\left\{\lambda_{k}\right\}_{k}, \tag{4.5.61}
\end{equation*}
$$

where $\left\{\lambda_{k}\right\}_{k}$, the collection of eigenvalues of $K$ on $L^{p}(\partial \Omega)$, is a finite subset of $(-1,1]$.
Moreover, for $z \in \cup_{j=1}^{N} \Sigma_{\theta_{j}}(p)$ the operator $z I-K$ is not Fredholm on $L^{p}(\partial \Omega, d \sigma)$, whereas for $z \in \mathbb{C} \backslash\left(\cup_{j=1}^{N} \Sigma_{\theta_{j}}(p)\right)$ the operator $z I-K$ is Fredholm on $L^{p}(\partial \Omega, d \sigma)$ and its index is given by

$$
\begin{equation*}
\operatorname{index}\left(z I-K: L^{p}(\partial \Omega, d \sigma)\right)=\sum_{j=1}^{N} W\left(z, \Sigma_{\theta_{j}}(p)\right) \tag{4.5.62}
\end{equation*}
$$

where $W\left(z, \Sigma_{\theta_{j}}(p)\right)$ denotes the winding number of $z$ with respect to the curve $\Sigma_{\theta_{j}}(p)$.
Cf. [99]. Similar results hold, in fact, for double layer potential operators associated with the Lamé and Stokes systems; see [87].

It is clear from the result just stated that the presence of any angle $\theta \neq \pi$ prevents $K$ from being compact on $L^{p}(\partial \Omega, d \sigma)$ when $\Omega$ is a curvilinear polygon in $\mathbb{R}^{2}$, for any $p \in(1, \infty)$. This failure of $K$ to be compact can be quantified in a more precise fashion. Concretely, consider the case when $\Omega$ is a curvilinear polygon with precisely one angular point located at the origin $0 \in \mathbb{R}^{2}$. Furthermore, assume that, in a neighborhood of $0, \partial \Omega$ agrees with a sector of aperture $\theta \in(0, \pi)$ with vertex at 0 . In particular, the outward unit normal $\nu$ to $\Omega$ is smooth on $\partial \Omega \backslash\{0\}$ and is piecewise constant near 0 , where it assumes two values, say, $\nu_{+}$and $\nu_{-}$. Define

$$
\begin{equation*}
\{\nu\}_{\mathrm{Osc}(\partial \Omega)}:=\limsup _{\varepsilon \rightarrow 0}\left(\sup _{B_{\varepsilon}} f_{B_{\varepsilon} \cap \partial \Omega} f_{B_{\varepsilon} \cap \partial \Omega}|\nu(X)-\nu(Y)| d \sigma_{X} d \sigma_{Y}\right), \tag{4.5.63}
\end{equation*}
$$

where the supremum is taken over the collection $\left\{B_{\varepsilon}\right\}$ of disks with centers on $\partial \Omega$ and of radius $\varepsilon$. We obviously have $\{\nu\}_{\operatorname{Osc}(\partial \Omega)} \leq 2 \operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma))$, where the distance is taken in $\operatorname{BMO}(\partial \Omega)$. Furthermore, as a consequence of a Proposition 2.4.8, there exists $C>0$ such that $\operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma)) \leq C\{\nu\}_{\mathrm{Osc}(\partial \Omega)}$. Altogether,

$$
\begin{align*}
\{\nu\}_{\operatorname{Osc}(\partial \Omega)} & \sim \limsup _{\varepsilon \rightarrow 0}\left(\sup _{B_{\varepsilon}} f_{B_{\varepsilon} \cap \partial \Omega} f_{B_{\varepsilon} \cap \partial \Omega}|\nu(X)-\nu(Y)| d \sigma_{X} d \sigma_{Y}\right) \\
& \sim\left\|\nu_{+}-\nu_{-}\right\| \sim \sqrt{1+\cos \theta} \tag{4.5.64}
\end{align*}
$$

which shows that there exists a family of domains $\Omega=\Omega_{\theta}$ as above for which

$$
\begin{equation*}
\operatorname{dist}\left(\nu, \operatorname{VMO}\left(\partial \Omega_{\theta}, d \sigma\right)\right) \longrightarrow 0, \quad \text { as } \theta \rightarrow \pi \tag{4.5.65}
\end{equation*}
$$

Based on this analysis, we may conclude the following.

Proposition 4.5.3 For each $\varepsilon>0$ there exists a bounded Lipschitz domain $\Omega$ (whose Lipschitz character is controlled by a universal constant) with the property that dist $(\nu, \operatorname{VMO}(\partial \Omega, d \sigma))<\varepsilon$ and yet for each $p \in(1, \infty)$ the operator $K$ fails to be compact on $L^{p}(\partial \Omega, d \sigma)$.

This shows that the hypotheses of Theorem 4.5.1 cannot be relaxed in a substantiative way.
We conclude this subsection by discussing a variable coefficient version of Theorem 4.5.1.
Theorem 4.5.4 If $\Omega$ is a regular SKT domain, the compactness result (4.5.6) of Theorem 4.5.1 holds with the kernel $k(X-Y)$ replaced by $k(X, X-Y)$, where $k(X, Z)$ is even and homogeneous of degree $-(n+1)$ in $Z$, and $D_{Z}^{\alpha} k(X, Z)$ is continuous and bounded on $\mathbb{R}^{n+1} \times S^{n}$ for all $|\alpha| \leq M(n)$. More generally, if $\Omega$ is an $\varepsilon^{\prime}$-regular SKT domain, with $\varepsilon^{\prime}=\varepsilon^{\prime}\left(G(\Omega),\|k\|_{C^{N}}, p, \varepsilon\right)$, the result (4.5.5) holds in this setting.

Proof. In the context of Proposition 3.2.1, we have

$$
\begin{equation*}
\|T\|_{\mathcal{L}\left(L^{p}\right)} \leq C\left\|\left.k\right|_{S^{n}}\right\|_{C^{N}}, \tag{4.5.66}
\end{equation*}
$$

for some $C=C(p, G(\Omega))>0$ and $N=N(p, G(\Omega)) \in \mathbb{Z}_{+}$. An expansion

$$
\begin{equation*}
k(X, Z)=\sum_{\ell} a_{\ell}(X) \Psi_{\ell}\left(\frac{Z}{|Z|}\right)|Z|^{-(n+1)} \tag{4.5.67}
\end{equation*}
$$

works just as in the proof of Theorem 3.5.1 in $\S 3.5$.

### 4.6 Characterization of regular SKT domains via compactness

If $\Omega \subset \mathbb{R}^{n+1}$ is a UR domain with outward unit normal $\nu=\left(\nu_{1}, \ldots, \nu_{n+1}\right)$ and surface measure $\sigma:=\mathcal{H}^{n}\left\lfloor\partial \Omega\right.$, then the Riesz transforms $\left(\mathcal{R}_{k}\right)_{1 \leq k \leq n+1}$ on $\partial \Omega$ are defined by

$$
\begin{equation*}
\mathcal{R}_{k} g(X):=\lim _{\varepsilon \rightarrow 0^{+}} \frac{2}{\omega_{n}} \int_{\substack{Y \in \partial \Omega \\|X-Y|>\varepsilon}} \frac{x_{k}-y_{k}}{|X-Y|^{n+1}} g(Y) d \sigma(Y), \quad X \in \partial \Omega, \tag{4.6.1}
\end{equation*}
$$

where $k \in\{1, \ldots, n+1\}$, and $g$ is a real-valued function on $\partial \Omega$. Hence, formally,

$$
\begin{equation*}
\nabla S=\frac{1}{2}\left(\mathcal{R}_{1}, \ldots, \mathcal{R}_{n+1}\right) \tag{4.6.2}
\end{equation*}
$$

where $S$ is the harmonic single layer potential on $\partial \Omega$. In light of the identification (4.6.2), it is convenient to abbreviate

$$
\begin{equation*}
\left[M_{\nu}, \nabla S\right]:=\frac{1}{2}\left(\left[M_{\nu_{j}}, \mathcal{R}_{k}\right]\right)_{1 \leq j, k \leq n+1} \tag{4.6.3}
\end{equation*}
$$

We are now ready to state the main results in this subsection.
Theorem 4.6.1 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is an open set that satisfies a two-sided local John condition, and for which $\partial \Omega$ is Ahlfors regular and compact. Then $\Omega$ is a regular SKT domain if and only if the harmonic double layer $K$ along with the commutator $\left[M_{\nu}, \nabla S\right]$ are compact on $L^{2}(\partial \Omega, d \sigma)$.

There is also a quantitative version of Theorem 4.6.1. To state it, recall the definition (4.5.1).

Theorem 4.6.2 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is a UR domain and that $p \in(1, \infty)$. Then there exists $C>0$, depending only on $n, p$, as well as the $U R$ and Ahlfors regularity constants of $\partial \Omega$, such that

$$
\begin{align*}
& \operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma)) \leq C\left(\operatorname{dist}\left(K, \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma)\right)\right)\right)^{1 /(n+1)}  \tag{4.6.4}\\
& +C \sum_{1 \leq j, k \leq n+1}\left(\operatorname{dist}\left(\left[M_{\nu_{j}}, \mathcal{R}_{k}\right], \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma)\right)\right)\right)^{1 /(n+1)}
\end{align*}
$$

As a corollary, the following holds. Assume that $\Omega \subset \mathbb{R}^{n+1}$ is an open set that satisfies a twosided local John condition, and for which $\partial \Omega$ is Ahlfors regular and compact. Then for every $\delta_{o}>0$ and $p \in(1, \infty)$ there exists $\delta>0$, depending only on $\delta_{o}, n, p$ and the geometry of $\Omega$ such that

$$
\begin{gather*}
\operatorname{dist}\left(K, \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma)\right)\right)+\sum_{1 \leq j, k \leq n+1} \operatorname{dist}\left(\left[M_{\nu_{j}}, \mathcal{R}_{k}\right], \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma)\right)\right)<\delta \\
\Longrightarrow \Omega \text { is a } \delta_{o}-S K T \text { domain } \tag{4.6.5}
\end{gather*}
$$

It is significant that similar results can be phrased purely in terms of the Riesz transforms $\mathcal{R}_{k}$, $1 \leq k \leq n+1$, from (4.6.1). In contrast to the harmonic double layer $K$, the latter are operators whose kernels are universal (i.e., independent of the underlying domain). Specifically, we have the following.

Theorem 4.6.3 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is a UR domain and that $p \in(1, \infty)$. Then there exists $C>0$, depending only on $n, p$, as well as the $U R$ and Ahlfors regularity constants of $\partial \Omega$, such that

$$
\begin{align*}
& \operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma)) \leq C\left(\operatorname{dist}\left(I+\sum_{j=1}^{n+1} \mathcal{R}_{j}^{2}, \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma)\right)\right)\right)^{1 /(n+1)} \\
& \quad+C \sum_{1 \leq j, k \leq n+1}\left(\operatorname{dist}\left(\left[\mathcal{R}_{j}, \mathcal{R}_{k}\right], \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma)\right)\right)\right)^{1 /(n+1)} \tag{4.6.6}
\end{align*}
$$

As a consequence, the following is true. Suppose that $\Omega \subset \mathbb{R}^{n+1}$ is an open set that satisfies a two-sided local John condition, and for which $\partial \Omega$ is Ahlfors regular and compact. Then for every $\delta_{o}>0$ and $p \in(1, \infty)$ there exists $\delta>0$, depending only on $\delta_{o}, n, p$ and the geometry of $\Omega$ such that

$$
\begin{gather*}
\operatorname{dist}\left(I+\sum_{j=1}^{n+1} \mathcal{R}_{j}^{2}, \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma)\right)\right)+\sum_{1 \leq j, k \leq n+1} \operatorname{dist}\left(\left[\mathcal{R}_{j}, \mathcal{R}_{k}\right], \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma)\right)\right)<\delta \\
\Longrightarrow \Omega \text { is a } \delta_{o} \text {-SKT domain. } \tag{4.6.7}
\end{gather*}
$$

Theorem 4.6.4 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is an open set that satisfies a two-sided local John condition, and for which $\partial \Omega$ is Ahlfors regular and compact. Then
$\Omega$ is a regular SKT domain $\Longleftrightarrow\left\{\begin{array}{l}I+\sum_{j=1}^{n+1} \mathcal{R}_{j}^{2} \in \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma)\right) \quad \text { and } \\ {\left[\mathcal{R}_{j}, \mathcal{R}_{k}\right] \in \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma)\right), 1 \leq j, k \leq n+1,}\end{array}\right.$
for some (hence all) $p \in(1, \infty)$.
As the above theorem illustrates, there is significant geometric information encoded in the Riesz transforms associated with a given domain. In this vein, it is interesting to compare Theorem 4.6.4 with a recent result from [52] to the effect that, if $\Omega \subset \mathbb{R}^{n+1}$ is a two-sided NTA domain with an Ahlfors regular boundary, then

$$
\begin{align*}
& \partial \Omega \text { is a sphere, or a } n \text {-plane } \Longleftrightarrow \\
& \qquad I+\sum_{k=1}^{n+1} \mathcal{R}_{k}^{2}=0 \text { and } \quad\left[\mathcal{R}_{j}, \mathcal{R}_{k}\right]=0 \quad \forall j, k \in\{1, \ldots, n+1\} . \tag{4.6.9}
\end{align*}
$$

The proofs of Theorems 4.6.1-4.6.4, presented at the end of the subsection, make use of the Clifford algebra formalism discussed in the first part of $\S 3.4$, which we now revisit. Recall that elements in $\mathcal{C l}_{n+1}$ can be uniquely written as $u=\sum_{l=0}^{n+1} \sum_{|I|=l}^{\prime} u_{I} e_{I}$ with $u_{I} \in \mathbb{R}$, where $e_{I}$ stands for the product $e_{i_{1}} \cdot e_{i_{2}} \ldots e_{i_{l}}$ if $I=\left(i_{1}, i_{2}, \ldots, i_{l}\right)$ with $1 \leq i_{1}<i_{2}<\cdots<i_{l} \leq n+1$ and, as before, $e_{0}:=e_{\emptyset}:=1$. The Clifford conjugation on $\mathcal{C} l_{n+1}$, denoted by 'bar', is defined as the unique real-linear involution on $\mathcal{C l}_{n+1}$ for which $\overline{e_{I}} e_{I}=e_{I} \overline{e_{I}}=1$ for any multi-index $I$. We define the scalar part of $u=\sum_{I} u_{I} e_{I} \in \mathcal{C} \ell_{n+1}$ as $u_{0}:=u_{\emptyset}$, and endow $\mathcal{C l}_{n+1}$ with the natural Hilbert space structure

$$
\begin{equation*}
\langle u, v\rangle:=\sum_{I} u_{I} v_{I}, \quad \text { if } \quad u=\sum_{I} u_{I} e_{I}, v=\sum_{I} v_{I} e_{I} \in \mathcal{C} \ell_{n+1} . \tag{4.6.10}
\end{equation*}
$$

It follows that

$$
\begin{align*}
& |u|^{2}=(u \odot \bar{u})_{0}=(\bar{u} \odot u)_{0}, \quad\langle u, v\rangle=(u \odot \bar{v})_{0}=(\bar{u} \odot v)_{0}, \quad \forall u, v \in \mathcal{C l}_{n+1},  \tag{4.6.11}\\
& \bar{X}=-X \quad \text { for any } X \in \mathbb{R}^{n+1},  \tag{4.6.12}\\
& u+\bar{u}=2 u_{0} \quad \text { for any } u \in \mathbb{R}^{n+1} \odot \mathbb{R}^{n+1},  \tag{4.6.13}\\
& \bar{u}=u \text { and } \overline{u \odot v}=\bar{v} \odot \bar{u}, \quad \text { for any } u, v \in \mathcal{C l}_{n+1},  \tag{4.6.14}\\
& |u \odot v| \leq c_{n}|u||v|, \quad \text { for any } u, v \in \mathcal{C}_{n+1} . \tag{4.6.15}
\end{align*}
$$

Lemma 4.6.5 Let $M_{b}$ denote the operator of multiplication by $b$ (from the left). Then, in the above Clifford algebra setting,

$$
\begin{equation*}
\left(M_{b}\right)^{*}=M_{\bar{b}}, \quad \forall b \in \mathcal{C l}_{n+1} \tag{4.6.16}
\end{equation*}
$$

where star denotes adjunction with respect to the inner product in $\mathcal{C}_{n+1}$.

Proof. Write $b=\sum_{\ell=0}^{n+1} \sum_{|I|=\ell}^{\prime} b_{I} e_{I}$. By linearity, it suffices to show that for any multi-indices $I, K$ and any $j \in\{1, \ldots, n\}$, there holds

$$
\begin{equation*}
\left\langle e_{j} e_{I}, e_{K}\right\rangle=-\left\langle e_{I}, e_{j} e_{K}\right\rangle \tag{4.6.17}
\end{equation*}
$$

In turn, this is seen by analyzing three cases. First, when $j \notin I$ and $j \notin K$, both sides in (4.6.17) vanish. Second, consider the case when $j \notin I$ and $K=K_{1} \cup\{j\} \cup K_{2}$ (with $K_{1}=\{k \in K: k<j\}$, $\left.K_{2}=\{k \in K: k>j\}\right)$. On the one hand, if $I \neq K_{1} \cup K_{2}$ then once again both sides of (4.6.17) vanish. If, on the other hand, $I=K_{1} \cup K_{2}$ then both sides in (4.6.17) become $(-1)^{\left|K_{1}\right|+1}$. The third (and final) case, when $j \in I$ and $j \notin K$ is handled in a similar fashion.

Let now $\Omega \subset \mathbb{R}^{n+1}$ be a fixed UR domain. As usual, denote by $\nu=\left(\nu_{1}, \ldots, \nu_{n+1}\right)$ the outward unit normal to $\partial \Omega$ and by $\sigma:=\mathcal{H}^{n}\lfloor\partial \Omega$ the surface measure on $\partial \Omega$. The Cauchy-Clifford operator $\mathfrak{C}$ associated with $\partial \Omega$ is given by

$$
\begin{equation*}
\mathfrak{C} f(X):=\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\omega_{n}} \int_{\substack{Y \in \partial \Omega \\|X-Y|>\varepsilon}} \frac{X-Y}{|X-Y|^{n+1}} \odot \nu(Y) \odot f(Y) d \sigma(Y), \quad X \in \partial \Omega, \tag{4.6.18}
\end{equation*}
$$

where $f$ is a $\mathcal{C} \ell_{n+1}$-valued function defined on $\partial \Omega$. From Theorem 3.4.2, we know that

$$
\begin{equation*}
\mathfrak{C}: L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C} \ell_{n+1} \longrightarrow L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C} \ell_{n+1} \tag{4.6.19}
\end{equation*}
$$

is well-defined and bounded for any $p \in(1, \infty)$. Similar considerations apply to the Riesz transforms $\left(\mathcal{R}_{k}\right)_{1 \leq k \leq n+1}$ on $\partial \Omega$, defined in (4.6.1).

Lemma 4.6.6 Let $\Omega$ be a UR domain and recall that $K$ stands for the harmonic double layer potential operator defined in (3.3.2) (with the understanding that $K$ acts component-wise on $\mathcal{C l}_{n+1}-$ valued functions). Also, recall that $[A, B]:=A B-B A$ is the usual commutator bracket.

If $\mathfrak{C}^{*}$ denotes the adjoint of $\mathfrak{C}$ in (4.6.18), then

$$
\begin{equation*}
\left(\mathfrak{C}-\mathfrak{C}^{*}\right) f=-2 K f-\sum_{l=0}^{n+1} \sum_{|I|=l}^{\prime} \sum_{j, k=1}^{n+1}\left(\left[M_{\nu_{j}}, \mathcal{R}_{k}\right] f_{I}\right) e_{j} \odot e_{k} \odot e_{I} \tag{4.6.20}
\end{equation*}
$$

for each sufficiently nice $\mathcal{C} \ell_{n+1}$-valued function $f=\sum_{l=0}^{n+1} \sum_{|I|=l}^{\prime} f_{I}$ defined on $\partial \Omega$.
Proof. With the help of Lemma 4.6.5 it is straightforward to compute

$$
\begin{equation*}
\mathfrak{C}^{*} f(X)=-\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\omega_{n}} \int_{\substack{Y \in \partial \Omega \\|X-Y|>\varepsilon}} \nu(X) \odot \frac{X-Y}{|X-Y|^{n+1}} \odot f(Y) d \sigma(Y), \quad X \in \partial \Omega \tag{4.6.21}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\mathfrak{C}^{*}=M_{\nu} \mathfrak{C} M_{\nu} \tag{4.6.22}
\end{equation*}
$$

Hence, at a.e. $X \in \partial \Omega$,

$$
\begin{align*}
& \left(\mathfrak{C}-\mathfrak{C}^{*}\right) f(X)  \tag{4.6.23}\\
& \quad=\lim _{\varepsilon \rightarrow 0^{+}} \frac{1}{\omega_{n}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}}[(X-Y) \odot \nu(Y)+\nu(X) \odot(X-Y)] \odot \frac{f(Y)}{|X-Y|^{n+1}} d \sigma(Y) .
\end{align*}
$$

Based on (4.6.13)-(4.6.14) and (4.6.11), we may rewrite the expression in the brackets as

$$
\begin{align*}
(X & -Y) \odot \nu(Y)+\nu(X) \odot(X-Y) \\
& =[(X-Y) \odot \nu(Y)+\overline{(X-Y) \odot \nu(Y)}]+(\nu(X)-\nu(Y)) \odot(X-Y) \\
& =2((X-Y) \odot \nu(Y))_{0}+\sum_{j, k=1}^{n+1}\left(\nu_{j}(X)-\nu_{j}(Y)\right)\left(x_{k}-y_{k}\right) e_{j} \odot e_{k} \\
& =2\langle X-Y, \nu(Y)\rangle+\sum_{j, k=1}^{n+1}\left(\nu_{j}(X)-\nu_{j}(Y)\right)\left(x_{k}-y_{k}\right) e_{j} \odot e_{k} . \tag{4.6.24}
\end{align*}
$$

Now the identity (4.6.20) readily follows from (4.6.24) and definitions.
Assume that $\Omega \subset \mathbb{R}^{n+1}$ is a domain satisfying a two-sided local John condition and whose boundary is Ahlfors regular and compact. Also, fix $p \in(1, \infty)$. It follows from Corollary 2.4.5, Theorem 4.5.1 and Lemma 4.6.6 that for every $\varepsilon>0$ there exists $\delta>0$, depending only on $\varepsilon$, the geometry of $\Omega, n$ and $p$, such that

$$
\begin{equation*}
\operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma))<\delta \Longrightarrow \operatorname{dist}\left(\mathfrak{C}-\mathfrak{C}^{*}, \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1}\right)\right)<\varepsilon \tag{4.6.25}
\end{equation*}
$$

where the distance in the right-hand side is measured in $\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma)\right)$. Thus, informally, $\nu$ close to being in $\operatorname{VMO}(\partial \Omega, d \sigma)$ implies $\mathfrak{C}$ close to being self-adjoint, modulo compact operators. Remarkably, the opposite implication in this statement is also true, and this is made precise in the theorem below.

Theorem 4.6.7 Let $\Omega \subset \mathbb{R}^{n+1}$ be a UR domain and assume that $p \in(1, \infty)$. Then there exists $C>0$, depending only on $n, p$, as well as the $U R$ and Ahlfors regularity constants of $\partial \Omega$, such that

$$
\begin{equation*}
\operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma)) \leq C\left[\operatorname{dist}\left(\mathfrak{C}-\mathfrak{C}^{*}, \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C} \ell_{n+1}\right)\right)\right]^{1 /(n+1)} \tag{4.6.26}
\end{equation*}
$$

As a consequence, if $\mathfrak{C}-\mathfrak{C}^{*}$ is a compact operator on $L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C l}_{n+1}$ for some $p \in(1, \infty)$ then $\nu \in \operatorname{VMO}(\partial \Omega, d \sigma)$.

Proof. As a preliminary step, we establish the following result of general nature: Assume that $T: L^{p}(\partial \Omega, d \sigma) \rightarrow L^{p}(\partial \Omega, d \sigma)$ is a compact operator for some $p \in(1, \infty)$. Then for every $\eta>0$ there exists $R_{\eta}>0$ such that

$$
\begin{equation*}
\left\|\mathbf{1}_{\Delta_{r}} T\right\|_{\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma)\right)} \leq \eta, \quad \forall r \in\left(0, R_{\eta}\right), \tag{4.6.27}
\end{equation*}
$$

where $\Delta_{r}$ stands for an arbitrary surface ball of radius $r$.
To justify this, we reason by contradiction and assume that that there exist a threshold $\eta_{o}>0$ along with a sequence of surface balls $\left\{\Delta_{r_{j}}\right\}_{j \in \mathbb{N}}$ in $\partial \Omega$, with $r_{j} \rightarrow 0^{+}$as $j \rightarrow \infty$, for which $\left\|\mathbf{1}_{\Delta_{r_{j}}} T\right\|_{\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma)\right)} \geq \eta_{o}$. In particular, there exist $f_{j} \in L^{p}(\partial \Omega, d \sigma), j \in \mathbb{N}$, with $\left\|f_{j}\right\|_{L^{p}(\partial \Omega, d \sigma)}=1$ for each $j$, and such that

$$
\begin{equation*}
\left\|\mathbf{1}_{\Delta_{r_{j}}} T f_{j}\right\|_{L^{p}(\partial \Omega, d \sigma)} \geq \eta_{o} / 2, \quad \forall j \in \mathbb{N} \tag{4.6.28}
\end{equation*}
$$

Since $T$ is compact, by eventually passing to a subsequence, we may assume that there exists $g \in L^{p}(\partial \Omega, d \sigma)$ such that $T f_{j} \rightarrow g$ in $L^{p}(\partial \Omega, d \sigma)$ as $j \rightarrow \infty$. Next, write

$$
\begin{equation*}
\mathbf{1}_{\Delta_{r_{j}}} T f_{j}=\mathbf{1}_{\Delta_{r_{j}}}\left(T f_{j}-g\right)+\mathbf{1}_{\Delta_{r_{j}}} g \tag{4.6.29}
\end{equation*}
$$

and observe that $\left\|\mathbf{1}_{\Delta_{r_{j}}}\left(T f_{j}-g\right)\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq\left\|T f_{j}-g\right\|_{L^{p}(\partial \Omega, d \sigma)} \rightarrow 0$ as $j \rightarrow \infty$, whereas $\mathbf{1}_{\Delta_{r_{j}}} g \rightarrow 0$ in $L^{p}(\partial \Omega, d \sigma)$ as $j \rightarrow \infty$, by Lebesgue's Dominated Convergence Theorem. Hence, $\mathbf{1}_{\Delta_{r_{j}}} T f_{j} \rightarrow 0$ in $L^{p}(\partial \Omega, d \sigma)$ as $j \rightarrow \infty$, contradicting (4.6.28).

After this preamble, assume that $T \in \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C} \ell_{n+1}\right)$ is such that

$$
\begin{equation*}
\left\|\left(\mathfrak{C}-\mathfrak{C}^{*}\right)-T\right\|_{\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C} \mathbb{C}_{n+1}\right)} \leq \eta / 2 \tag{4.6.30}
\end{equation*}
$$

for some $\eta \in(0,1 / 10)$. If we now select $R_{\eta}>0$ such that $\left\|\mathbf{1}_{\Delta_{r}} T\right\|_{\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma) \otimes C_{n+1}\right)} \leq \eta / 2$ whenever $r \in\left(0, R_{\eta}\right)$, it follows that

$$
\begin{equation*}
\left\|\mathbf{1}_{\Delta_{r}}\left(\mathfrak{C}-\mathfrak{C}^{*}\right)\right\|_{\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1}\right)} \leq \eta, \quad \forall r \in\left(0, R_{\eta}\right) . \tag{4.6.31}
\end{equation*}
$$

By further decreasing $R_{\eta}$ if necessary, it can be assumed that $0<R_{\eta}<\eta^{1 /(n+1)}(\operatorname{diam} \Omega) / 100$. We now claim that there exists $C>0$, which depends only on the Ahlfors regularity constants of $\partial \Omega$ and $p$, such that

$$
\begin{equation*}
\sup _{Q \in \partial \Omega} \inf _{A \in \mathbb{R}^{n+1}}\left(f_{\Delta(Q, r)}|\nu(X)-A|^{p} d \sigma(X)\right)^{1 / p} \leq C \eta^{1 /(n+1)}, \quad \forall r \in\left(0, R_{\eta}\right) . \tag{4.6.32}
\end{equation*}
$$

From this and Proposition 2.4.8, we may then conclude that dist ( $\nu$, $\operatorname{VMO}(\partial \Omega, d \sigma))<C \eta^{1 /(n+1)}$ which readily proves (4.6.26).

To prove this claim, fix $Q \in \partial \Omega$ and $r \in\left(0, R_{\eta}\right)$ arbitrary. Then

$$
\begin{align*}
& \int_{\Delta(Q, r)}\left|\int_{\Delta(P, r)} \frac{\nu(X) \odot(X-Y)+(X-Y) \odot \nu(Y)}{|X-Y|^{n+1}} d \sigma(Y)\right|^{p} d \sigma(X) \\
& \quad=\left\|\mathbf{1}_{\Delta(Q, r)}\left(\mathfrak{C}-\mathfrak{C}^{*}\right) \mathbf{1}_{\Delta(P, r)}\right\|_{L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1}}^{p} \\
& \quad \leq\left\|\mathbf{1}_{\Delta(Q, r)}\left(\mathfrak{C}-\mathfrak{C}^{*}\right)\right\|_{\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1}\right)}^{p}\left\|\mathbf{1}_{\Delta(P, r)}\right\|_{L^{p}(\partial \Omega, d \sigma)}^{p} \\
& \quad \leq C \eta^{p} r^{n} . \tag{4.6.33}
\end{align*}
$$

Next, pick a point $P \in \partial \Omega$ with $|Q-P|=\eta^{-1 /(n+1)} r$ and observe that

$$
\begin{equation*}
\int_{\Delta(Q, r)}\left|\int_{\Delta(P, r)} \frac{\nu(X) \odot(Q-Y)+(Q-Y) \odot \nu(Y)}{|Q-Y|^{n+1}} d \sigma(Y)\right|^{p} d \sigma(X) \leq C \eta^{p} r^{n} \tag{4.6.34}
\end{equation*}
$$

since the difference between the left-most integrands in (4.6.33) and (4.6.34) can be pointwise bounded by

$$
\begin{equation*}
C|X-Q| \sup _{Z \in[X, Q]}|Z-Y|^{-(n+1)} \leq C \eta r^{-n} \tag{4.6.35}
\end{equation*}
$$

on the domain of integration. Using once more the same type of argument shows that

$$
\begin{equation*}
\int_{\Delta(Q, r)}\left|\int_{\Delta(P, r)}\left(\frac{\nu(X) \odot(Q-P)}{|Q-P|^{n+1}}+\frac{(Q-Y) \odot \nu(Y)}{|Q-Y|^{n+1}}\right) d \sigma(Y)\right|^{p} d \sigma(X) \leq C \eta^{p} r^{n} \tag{4.6.36}
\end{equation*}
$$

Selecting

$$
\begin{equation*}
A:=|Q-P|^{n-1}\left(f_{\Delta(P, r)} \frac{(Q-Y) \odot \nu(Y)}{|Q-Y|^{n+1}} d \sigma(Y)\right) \odot(Q-P) \tag{4.6.37}
\end{equation*}
$$

and using (4.6.14)-(4.6.15), allows us to estimate

$$
\begin{aligned}
& \int_{\Delta(Q, r)}|\nu(X)-A|^{p} d \sigma(X) \\
& \quad=\left(\eta^{-1 /(n+1)} r\right)^{p(n-1)} \int_{\Delta(Q, r)}\left|(\nu(X)-A) \odot \frac{Q-P}{|Q-P|^{n+1}} \odot(Q-P)\right|^{p} d \sigma(X) \\
& \leq C\left(\eta^{-1 /(n+1)} r\right)^{p n} \int_{\Delta(Q, r)}\left|\frac{\nu(X) \odot(Q-P)}{|Q-P|^{n+1}}-A \odot \frac{Q-P}{|Q-P|^{n+1}}\right|^{p} d \sigma(X) \\
& \leq C\left(\eta^{-1 /(n+1)} r\right)^{p n} \int_{\Delta(Q, r)}\left|\frac{\nu(X) \odot(Q-P)}{|Q-P|^{n+1}}+f_{\Delta(P, r)} \frac{(Q-Y) \odot \nu(Y)}{|Q-Y|^{n+1}} d \sigma(Y)\right|^{p} d \sigma(X) \\
& \leq C\left(\eta^{-1 /(n+1)} r\right)^{p n} \int_{\Delta(Q, r)}\left|f_{\Delta(P, r)}\left(\frac{\nu(X) \odot(Q-P)}{|Q-P|^{n+1}}+\frac{(Q-Y) \odot \nu(Y)}{|Q-Y|^{n+1}}\right) d \sigma(Y)\right|^{p} d \sigma(X) \\
& \leq C\left(\eta^{-1 /(n+1)} r\right)^{p n}\left(\eta^{p} r^{n}\right) r^{-p n} \leq C \sigma(\Delta(Q, r)) \eta^{p /(n+1)} .
\end{aligned}
$$

From this (4.6.32) follows, finishing the proof of the theorem.
To state our next result, recall the Clifford-Cauchy operator from (4.6.18) and the Riesz transforms from (4.6.1).

Theorem 4.6.8 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is an open set satisfying a two-sided local John condition and such that $\partial \Omega$ is Ahlfors regular and compact. Also, denote by $\nu=\left(\nu_{1}, \ldots, \nu_{n+1}\right)$ the outward unit normal to $\Omega$. Then the following statements are equivalent:
(i) $\mathfrak{C}-\mathfrak{C}^{*}$ is a compact operator on $L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C} l_{n+1}$ for some (hence all) $p \in(1, \infty)$;
(ii) $\left[\mathfrak{C}^{\mathfrak{C}}, \mathfrak{C}^{*}\right]$ is a compact operator on $L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1}$ for some (hence all) $p \in(1, \infty)$;
(iii) the harmonic double layer $K$ and the commutators $\left[M_{\nu_{j}}, \mathcal{R}_{k}\right], 1 \leq j, k \leq n+1$, between the Riesz transforms and multiplication by the components of the unit normal, are compact operators on $L^{p}(\partial \Omega, d \sigma)$ for some (and, hence, all) $p \in(1, \infty)$;
(iv) $I+\sum_{j=1}^{n+1} \mathcal{R}_{j}^{2}$ and the commutators $\left[\mathcal{R}_{j}, \mathcal{R}_{k}\right], 1 \leq j, k \leq n+1$, are compact operators on $L^{p}(\partial \Omega, d \sigma)$ for some (hence, all) $p \in(1, \infty)$;
(v) the commutators $\left[M_{\nu_{j}}, \mathcal{R}_{k}\right]$ and $\left[\mathcal{R}_{j}, \mathcal{R}_{k}\right], 1 \leq j, k \leq n+1$, are are compact operators on $L^{p}(\partial \Omega, d \sigma)$ for some (and, hence, all) $p \in(1, \infty)$;
(vi) $\Omega$ is a regular $S K T$ domain.

Proof. We shall need the fact that, in the context of Theorem 4.6.8, the Cauchy-Clifford operator satisfies

$$
\begin{equation*}
\mathfrak{C}^{2}=\frac{1}{4} I \quad \text { on } \quad L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C} \ell_{n+1} \tag{4.6.38}
\end{equation*}
$$

for every $p \in(1, \infty)$. As to do not disrupt the flow of the presentation, the proof of this identity is postponed for the next subsection. Granted (4.6.38), we obtain via duality $\left(\mathfrak{C}^{*}\right)^{2}=\frac{1}{4} I$ on $L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C l}_{n+1}, 1<p<\infty$. Hence,

$$
\begin{equation*}
\left[\mathfrak{C}, \mathfrak{C}^{*}\right]=\left(\mathfrak{C}-\mathfrak{C}^{*}\right)\left(\mathfrak{C}+\mathfrak{C}^{*}\right) \quad \text { on } \quad L^{2}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1} \tag{4.6.39}
\end{equation*}
$$

We now make the observation that

$$
\begin{equation*}
\mathfrak{C}+\mathfrak{C}^{*} \quad \text { is an invertible operator on } \quad L^{2}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1} \tag{4.6.40}
\end{equation*}
$$

Indeed, on the one hand, $\mathfrak{C}+\mathfrak{C}^{*}=\mathfrak{C}\left(I+4 \mathfrak{C}^{*}\right)$ thanks to (4.6.38). On the other hand, $\mathfrak{C}^{*}$ is a nonnegative, self-adjoint operator so $I+4 \mathfrak{C} \mathfrak{C}^{*}$ is invertible on $L^{2}(\partial \Omega, d \sigma) \otimes \mathcal{C} l_{n+1}$. Now, (4.6.40) readily follows from these considerations.

In concert, (4.6.39) and (4.6.40) prove that

$$
\begin{align*}
& {\left[\mathfrak{C}, \mathfrak{C}^{*}\right] \text { compact on } L^{2}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1}} \\
& \quad \Longleftrightarrow \mathfrak{C}-\mathfrak{C}^{*} \text { compact on } L^{2}(\partial \Omega, d \sigma) \otimes \mathcal{C} l_{n+1} \tag{4.6.41}
\end{align*}
$$

which, in turn, justifies the equivalence $(i) \Leftrightarrow(i i)$.
Moving on, the implication $(i i i) \Rightarrow(i)$ is a consequence of Lemma 4.6.6. If $(i)$ holds, then Theorem 4.6.7 gives that $\nu \in \operatorname{VMO}(\partial \Omega, d \sigma)$. Consequently, $\Omega$ is a regular SKT domain by virtue of Theorem 4.2.9. This proves $(i) \Rightarrow(v i)$. Assume next that $(v i)$ holds. From Theorem 4.5.1 we know that the harmonic double layer $K$ is a compact operator on $L^{p}(\partial \Omega, d \sigma)$. Also, since $\nu \in \operatorname{VMO}(\partial \Omega, d \sigma)$, Theorem 2.4.5 and Theorem 3.4.2 give that $\left[M_{\nu_{j}}, \mathcal{R}_{k}\right]$, the commutator between the operator of multiplication by the $j$-th component of $\nu$ and the $k$-th Riesz transform on $\partial \Omega$ is also compact on $L^{p}(\partial \Omega, d \sigma)$, for each $j, k \in\{1, \ldots, n+1\}$. Hence, $(v i) \Rightarrow(i i i)$.

In summary, $(i) \Leftrightarrow(i i) \Leftrightarrow(i i i) \Leftrightarrow(v i)$. To consider (iv), we first re-write (4.6.18) in the form

$$
\begin{equation*}
\mathfrak{C} M_{\nu}=-\frac{1}{2} \sum_{k=1}^{n} \mathcal{R}_{k} M_{e_{k}}, \tag{4.6.42}
\end{equation*}
$$

so that

$$
\begin{align*}
\mathfrak{C} M_{\nu} \mathfrak{C} M_{\nu} & =\frac{1}{4} \sum_{j, k=1}^{n+1} \mathcal{R}_{j} \mathcal{R}_{k} M_{e_{j}} M_{e_{k}}=-\frac{1}{4} \sum_{k=1}^{n+1} \mathcal{R}_{k}^{2}+\frac{1}{4} \sum_{1 \leq j \neq k \leq n+1} \mathcal{R}_{j} \mathcal{R}_{k} M_{e_{j}} M_{e_{k}} \\
& =-\frac{1}{4} \sum_{k=1}^{n+1} \mathcal{R}_{k}^{2}+\frac{1}{4} \sum_{1 \leq j<k \leq n+1}\left(\mathcal{R}_{j} \mathcal{R}_{k}-\mathcal{R}_{k} \mathcal{R}_{j}\right) M_{e_{j} \odot e_{k}} . \tag{4.6.43}
\end{align*}
$$

Thus, based on (4.6.43) and (4.6.22), we may conclude that

$$
\begin{equation*}
\mathfrak{C C}^{*}=-\frac{1}{4} \sum_{k=1}^{n+1} \mathcal{R}_{k}^{2}+\frac{1}{4} \sum_{1 \leq j<k \leq n+1}\left(\mathcal{R}_{j} \mathcal{R}_{k}-\mathcal{R}_{k} \mathcal{R}_{j}\right) M_{e_{j} \odot e_{k}} . \tag{4.6.44}
\end{equation*}
$$

In turn, this and (4.6.38) imply

$$
\begin{align*}
\mathfrak{C}\left(\mathfrak{C}^{*}-\mathfrak{C}\right) & =-\frac{1}{4}\left(I+\sum_{k=1}^{n+1} \mathcal{R}_{k}^{2}\right)+\frac{1}{4} \sum_{1 \leq j<k \leq n+1}\left[\mathcal{R}_{j}, \mathcal{R}_{k}\right] M_{e_{j} \odot e_{k}},  \tag{4.6.45}\\
\mathfrak{C}-\mathfrak{C}^{*} & =\mathfrak{C}\left(I+\sum_{k=1}^{n+1} \mathcal{R}_{k}^{2}\right)+\sum_{1 \leq j<k \leq n+1} \mathfrak{C}\left[\mathcal{R}_{j}, \mathcal{R}_{k}\right] M_{e_{j} \odot e_{k}} . \tag{4.6.46}
\end{align*}
$$

It is then clear from (4.6.45) that $(i) \Rightarrow(i v)$, and from (4.6.46) that $(i v) \Rightarrow(i)$. Hence $(i) \Leftrightarrow(i v)$.
Finally, consider $(v)$. To this end, we use (4.6.22) and (4.6.43) to write

$$
\begin{align*}
\mathfrak{C}^{*} \mathfrak{C} & =-M_{\nu} \mathfrak{C} M_{\nu} \mathfrak{C} M_{\nu} M_{\nu}=-M_{\nu} \mathfrak{C} \mathfrak{C}^{*} M_{\nu} \\
& =-\frac{1}{4} \sum_{k=1}^{n+1} \mathcal{R}_{k}^{2}+\frac{1}{4} \sum_{1 \leq j \neq k \leq n+1} M_{\nu} \mathcal{R}_{j} \mathcal{R}_{k} M_{e_{j}} M_{e_{k}} M_{\nu} . \tag{4.6.47}
\end{align*}
$$

Note that $M_{\nu} \mathcal{R}_{j} \mathcal{R}_{k} M_{e_{j}} M_{e_{k}} M_{\nu}$ and $\mathcal{R}_{j} \mathcal{R}_{k} M_{\nu} M_{e_{j}} M_{e_{k}} M_{\nu}$ differ by expressions containing commutators between the Riesz transforms and multiplication by the components of $\nu$, and that

$$
\begin{equation*}
\sum_{1 \leq j \neq k \leq n+1} \mathcal{R}_{j} \mathcal{R}_{k} M_{\nu} M_{e_{j}} M_{e_{k}} M_{\nu}=\sum_{1 \leq j<k \leq n+1}\left[\mathcal{R}_{j}, \mathcal{R}_{k}\right] M_{\nu} M_{e_{j}} M_{e_{k}} M_{\nu} \tag{4.6.48}
\end{equation*}
$$

Furthermore

$$
\begin{equation*}
\left[M_{\nu}\left(\sum_{k=1}^{n+1} \mathcal{R}_{k}^{2}\right) M_{\nu}\right]^{*}=M_{\nu}\left(\sum_{k=1}^{n+1} \mathcal{R}_{k}^{2}\right) M_{\nu} \tag{4.6.49}
\end{equation*}
$$

These observations readily give that $(v) \Rightarrow(i i)$. On the other hand, it is clear that $(i i i)-(i v) \Rightarrow(v)$, completing the proof of the theorem (modulo the justification of (4.6.38), which is postponed for the next subsection).

We are now in a position to complete the proofs of our main results in this subsection:
Proof of Theorem 4.6.1. This is a direct consequence of Theorem 4.6.8.
Proof of Theorem 4.6.2. This is an immediate consequence of (4.6.26) and (4.6.20).
Proof of Theorem 4.6.3. This readily follows from (4.6.46) and (4.6.26).
Proof of Theorem 4.6.4. This is implied by Theorem 4.6.8.

### 4.7 Clifford-Szegö projections and regular SKT domains

Let $\Omega \subset \mathbb{R}^{n+1}$ be an NTA domain, with an Ahlfors regular boundary. Retain the same Clifford algebra formalism as in $\S 4.6$, and recall the Dirac operator

$$
\begin{equation*}
D:=\sum_{j=1}^{n+1} M_{e_{j}} \partial_{j} . \tag{4.7.1}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
-D^{2}=\Delta \tag{4.7.2}
\end{equation*}
$$

the Laplacian in $\mathbb{R}^{n+1}$. In analogy with the classical setting of functions of one complex variable, for each $p \in(1, \infty)$ define the Hardy spaces

$$
\begin{equation*}
\mathcal{H}^{p}(\Omega):=\left\{u: \Omega \rightarrow \mathcal{C}_{n+1}: \mathcal{N}(u) \in L^{p}(\partial \Omega, d \sigma), D u=0 \text { in } \Omega\right\}, \tag{4.7.3}
\end{equation*}
$$

with the convention that that if $\Omega$ is unbounded and $\partial \Omega$ is bounded, the decay condition

$$
\begin{equation*}
u(x)=O\left(|x|^{-n}\right) \quad \text { as } \quad|x| \rightarrow \infty \tag{4.7.4}
\end{equation*}
$$

is also included. Next, consider the boundary version of the Hardy spaces (4.7.3)

$$
\begin{equation*}
\mathcal{H}^{p}(\partial \Omega):=\left\{\left.u\right|_{\partial \Omega}: u \in \mathcal{H}^{p}(\Omega)\right\} \tag{4.7.5}
\end{equation*}
$$

(The existence of the boundary trace will be established in (4.7.13).) Furthermore, define the Clifford-Szegö projection

$$
\begin{equation*}
\mathfrak{P}: L^{2}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1} \longrightarrow \mathcal{H}^{2}(\partial \Omega) \hookrightarrow L^{2}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1} \tag{4.7.6}
\end{equation*}
$$

as the orthogonal projection of $L^{2}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1}$ onto the closed subspace $\mathcal{H}^{2}(\partial \Omega)$. The issue we wish to study first is whether (4.7.6) extends to

$$
\begin{equation*}
\mathfrak{P}: L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1} \longrightarrow \mathcal{H}^{p}(\partial \Omega) \tag{4.7.7}
\end{equation*}
$$

in a continuous and onto fashion for other values of $p \in(1, \infty)$. In the classical setting, when $\Omega$ is the unit disk in the complex plane (and $D$ is the Cauchy-Riemann operator), this holds for $1<p<\infty$
according to a famous theorem of M . Riesz which, in fact, is equivalent to the $L^{p}$-boundedness of the Hilbert transform on the unit circle. See pp. 151-152 in [50] for more details. Our main result in this respect, which can be viewed as a higher-dimensional generalization of Theorem 2.1(1)(4) on p. 67 in [72], is Theorem 4.7.2, given below. Before stating it, we mention the following extension of a theorem of Calderón, established in [52], Theorem 2.6.

Theorem 4.7.1 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is a two-sided NTA domain with an Ahlfors regular boundary (making it a UR domain). Then the following decomposition is valid for each $p \in(1, \infty)$ :

$$
\begin{equation*}
L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C} \ell_{n+1}=\mathcal{H}_{+}^{p}(\partial \Omega) \oplus \mathcal{H}_{-}^{p}(\partial \Omega), \tag{4.7.8}
\end{equation*}
$$

where $\mathcal{H}_{ \pm}^{p}(\partial \Omega)$ are the boundary Hardy spaces corresponding to $\Omega_{+}:=\Omega$ and $\Omega_{-}:=\mathbb{R}^{n+1} \backslash \bar{\Omega}$. (In particular, this implies $\mathcal{H}^{2}(\partial \Omega)$ in (4.7.6) is closed.) Here is our result.

Theorem 4.7.2 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is an NTA domain with an Ahlfors regular boundary. Then there exists $\varepsilon=\varepsilon(\Omega)>0$ with the property that $\mathfrak{P}$ extends to a bounded mapping of $L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C l}_{n+1}$ onto $\mathcal{H}^{p}(\partial \Omega)$ for each $p \in(2-\varepsilon, 2+\varepsilon)$. In particular, with $p$ as above, the following decomposition is valid:

$$
\begin{equation*}
L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1}=\mathcal{H}^{p}(\partial \Omega) \oplus\left(\nu \odot \mathcal{H}^{p}(\partial \Omega)\right) \tag{4.7.9}
\end{equation*}
$$

where the direct sum is topological (when $p=2$ this is an orthogonal decomposition).
Moreover, if $\partial \Omega$ is compact then given any $p \in(1, \infty)$ there exists $\varepsilon>0$ depending only on $p, n$ and the geometrical constants of of $\Omega$ with the property that if $\Omega$ is an $\varepsilon$-regular SKT domain then the Clifford-Szegö projection can be extended to a bounded operator from $L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C l}_{n+1}$ onto $\mathcal{H}^{p}(\partial \Omega)$. Furthermore, (4.7.9) holds.

As a corollary, when $\Omega$ is a regular SKT domain with compact boundary, the Clifford-Szegö projection is extendible to a bounded operator from $L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1}$ onto $\mathcal{H}^{p}(\partial \Omega)$ for each $p \in$ $(1, \infty)$ and (4.7.9) is valid in this range.

Proof. Consider the Cauchy-Clifford operator

$$
\begin{equation*}
\mathcal{C} f(X):=\frac{1}{\omega_{n}} \int_{\partial \Omega} \frac{X-Y}{|X-Y|^{n+1}} \odot \nu(Y) \odot f(Y) d \sigma(Y), \quad X \in \Omega, \tag{4.7.10}
\end{equation*}
$$

where $f$ is a $\mathrm{Cl}_{n+1}$-valued function defined on $\partial \Omega$. It follows from Theorem 3.4.2 and Proposition 3.2.3 that for each $p \in(1, \infty)$

$$
\begin{align*}
& \|\mathcal{N}(\mathcal{C} f)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|f\|_{L^{p}(\partial \Omega, d \sigma) \otimes C_{n+1}},  \tag{4.7.11}\\
& \left.\mathcal{C} f\right|_{\partial \Omega}=\left(\frac{1}{2} I+\mathfrak{C}\right) f, \quad D(\mathcal{C} f)=0 \quad \text { in } \Omega, \tag{4.7.12}
\end{align*}
$$

for every $f \in L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1}$.
We now claim that if $p \in(1, \infty)$, the following Fatou type theorem and Cauchy reproducing formula hold:

$$
\begin{equation*}
\left.u\right|_{\partial \Omega} \text { exists, and } \quad u=\mathcal{C}\left(\left.u\right|_{\partial \Omega}\right) \text { in } \Omega, \quad \forall u \in \mathcal{H}^{p}(\Omega) \tag{4.7.13}
\end{equation*}
$$

Indeed, according to Theorem 6.4 on p. 112 of [55],
any function $u$ which is harmonic in an NTA domain $\Omega$ and nontangentially bounded from below on $E \subset \partial \Omega$ has a nontangential limit $\omega^{X_{o}}$-a.e. on $E$ (where $\omega^{X_{o}}$ is the harmonic measure with pole at $X_{o} \in \Omega$ ).

Now, the fact that $\left.u\right|_{\partial \Omega}$ exists for every $u \in \mathcal{H}^{p}(\Omega), p \in(1, \infty)$, is a consequence of (4.7.2), the above local Fatou theorem applied to $E_{k}:=\left\{X \in \partial \Omega: \mathcal{N} u(X)<2^{k}\right\}, k=1,2 \ldots$, and the mutual absolute continuity between the surface and harmonic measures proved in [31]; cf. Proposition 3.1.16.

We shall now establish Cauchy's reproducing formula in (4.7.13) in the case when the domain $\Omega$ has an unbounded boundary (the argument when $\partial \Omega$ is compact is similar and simpler). Thus, assume that $\partial \Omega$ is unbounded, fix $X^{*} \in \Omega$ and pick $X_{o} \in \partial \Omega$ such that $\left|X^{*}-X_{o}\right|=\eta$, where $\eta:=\operatorname{dist}\left(X^{*}, \partial \Omega\right)$.

Given $u \in \mathcal{H}^{p}\left(\Omega_{+}\right)$and $0<\varepsilon<\eta$, the idea now is to employ Theorem 3.2.8 for the vector field

$$
\begin{equation*}
v(X):=\left(\frac{X^{*}-X}{\left|X^{*}-X\right|^{n+1}} \odot e_{j} \odot u(X)\right)_{1 \leq j \leq n+1} \tag{4.7.14}
\end{equation*}
$$

in the domain $\Omega \backslash \overline{B\left(X^{*}, \varepsilon\right)}$. Since $D u=0$ in $\Omega$ (cf. (4.7.3)), one may readily check that the vector field $v$ is divergence free. In more detail, a calculation gives

$$
\begin{align*}
(\operatorname{div} v)(X) & =\sum_{j=1}^{n+1} \partial_{j}\left(\frac{X^{*}-X}{\left|X^{*}-X\right|^{n+1}} \odot e_{j} \odot u(X)\right)  \tag{4.7.15}\\
& =\left(\sum_{j=1}^{n+1} \partial_{j}\left[\frac{X^{*}-X}{\left|X^{*}-X\right|^{n+1}}\right] \odot e_{j}\right) \odot u(X)+\frac{X^{*}-X}{\left|X^{*}-X\right|^{n+1}} \odot(D u)(X) .
\end{align*}
$$

The last term vanishes, since $D u=0$ in $\Omega$. Also, for any scalar-valued function $f$ one has the readily verified identity

$$
\begin{equation*}
\sum_{j} \partial_{j}(D f) \odot e_{j}=-\Delta f \tag{4.7.16}
\end{equation*}
$$

which, in concert with the observation that $\left(X^{*}-X\right) /\left|X^{*}-X\right|^{n+1}$ is a constant times $(D f)(X)$ if $f(X):=\left|X^{*}-X\right|^{1-n}$, shows that the penultimate term in (4.7.15) also vanishes. Hence $v$ is divergence free in $\Omega \backslash \overline{B\left(X^{*}, \varepsilon\right)}$. Consequently,

$$
\begin{align*}
& \frac{1}{\omega_{n}} \int_{\partial \Omega} \frac{X^{*}-X}{\left|X^{*}-X\right|^{n+1}} \odot \nu(X) \odot u(X) d \sigma(X) \\
& \quad=\frac{1}{\omega_{n}} \int_{\partial B\left(X^{*}, \varepsilon\right)} \frac{X^{*}-X}{\left|X^{*}-X\right|^{n+1}} \odot \frac{X^{*}-X}{\varepsilon} \odot u(X) d \sigma(X) \\
& \quad=f_{\partial B\left(X^{*}, \varepsilon\right)} u(X) d \sigma(X) \\
& \quad=u\left(X^{*}\right), \tag{4.7.17}
\end{align*}
$$

by the Mean Value Formula for harmonic functions. Thus, $u\left(X^{*}\right)=\mathcal{C}\left(\left.u\right|_{\partial \Omega}\right)\left(X^{*}\right)$ follows, as soon as we show that $\mathcal{N}_{\varepsilon} v \in L^{1}(\partial \Omega, d \sigma)$ where $\mathcal{N}_{\varepsilon}$ is the nontangential maximal operator relative to
$\Omega \backslash \overline{B\left(X^{*}, \varepsilon\right)}$. (That $\mathcal{N}_{\varepsilon} v \in L_{l o c}^{p}(\partial \Omega, d \sigma)$ is easily checked using $\mathcal{N} v \in L^{p}(\partial \Omega, d \sigma)$ and the Ahlfors regularity of $\partial \Omega$.)

To this end, it suffices to note that $\mathcal{N}_{\varepsilon} v(X) \leq \frac{C}{\left(\eta+\left|X_{o}-X\right|\right)^{n}}(\mathcal{N} u)(X)$ for $\sigma$-a.e. $X \in \partial \Omega$ and that, as a function of $X,\left(\eta+\left|X_{o}-X\right|\right)^{-n}$ belongs to $L^{p^{\prime}}(\partial \Omega, d \sigma)$, where $1 / p+1 / p^{\prime}=1$. The latter claim is easily checked by decomposing $\partial \Omega$ in dyadic annuli of the form $\Delta\left(X_{o}, 2^{j+1} \eta\right) \backslash \Delta\left(X_{o}, 2^{j} \eta\right)$ and using the Ahlfors regularity of $\partial \Omega$. This concludes the proof of (4.7.13).

Proceeding further, we note from (4.7.11), (4.7.12), and (4.7.13) that the operator

$$
\begin{equation*}
\mathcal{C}: L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1} \longrightarrow \mathcal{H}^{p}(\Omega) \tag{4.7.18}
\end{equation*}
$$

is well-defined, bounded and onto for each $p \in(1, \infty)$. From this and (4.7.11)-(4.7.13) we then obtain

$$
\begin{equation*}
\mathfrak{C}^{2}=\frac{1}{4} I \quad \text { on } \quad L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C} l_{n+1}, \tag{4.7.19}
\end{equation*}
$$

which has been already employed in the proof of Theorem 4.6.8.
A careful inspection of the argument reveals that (4.7.19) is valid if $\Omega$ is merely a UR domain. We elaborate on this. Strictly speaking, (4.7.19) has been obtained using (4.7.10)-(4.7.13). While (4.7.10)-(4.7.11) work if $\Omega$ is only UR, the Fatou type theorem contained in (4.7.13) requires that $\Omega$ is NTA. However, an inspection of the arguments leading up to (4.7.19) shows that we only need to know that functions of the type $u=\mathcal{C} f$, for $f \in L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C} \ell_{n+1}$, have pointwise nontangential trace $\sigma$-a.e. on the boundary, which follows from our previously established jump formulas, valid for UR domains.

Next, formula (4.7.19) further entails

$$
\begin{equation*}
\operatorname{Im}\left(\frac{1}{2} I+\mathfrak{C}: L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1}\right)=\mathcal{H}^{p}(\partial \Omega)=\operatorname{Ker}\left(-\frac{1}{2} I+\mathfrak{C}: L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1}\right) . \tag{4.7.20}
\end{equation*}
$$

We now establish a version of Kerzman-Stein's formula (cf. [68]) in the Clifford algebra setting. To get started, note that the identities

$$
\begin{equation*}
\mathfrak{P}\left(\frac{1}{2} I+\mathfrak{C}\right)=\frac{1}{2} I+\mathfrak{C}, \quad\left(-\frac{1}{2} I+\mathfrak{C}\right) \mathfrak{P}=0 \quad \text { in } L^{2}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1}, \tag{4.7.21}
\end{equation*}
$$

can be easily justified in light of (4.7.20). Taking the adjoint of the second equality and subtracting it from the first yields $\mathfrak{P}\left(I+\mathfrak{C}-\mathfrak{C}^{*}\right)=\frac{1}{2} I+\mathfrak{C}$. Next, introduce the bounded operator

$$
\begin{equation*}
\mathfrak{A}:=\mathfrak{C}-\mathfrak{C}^{*}: L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1} \longrightarrow L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1}, \quad 1<p<\infty . \tag{4.7.22}
\end{equation*}
$$

On $L^{2}(\partial \Omega, d \sigma) \otimes \mathcal{C l}_{n+1}$, since $\mathfrak{A}$ is a bounded, skew-adjoint operator, the operator $I+\mathfrak{A}$ is accretive and, hence, invertible. From general stability results it follows then that there exists $\varepsilon>0$ so that

$$
\begin{equation*}
I+\mathfrak{A}: L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C l}_{n+1} \longrightarrow L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1} \quad \text { is invertible for } 2-\varepsilon<p<2+\varepsilon \tag{4.7.23}
\end{equation*}
$$

In this fashion, we arrive at the Kerzman-Stein type formula

$$
\begin{equation*}
\mathfrak{P}=\left(\frac{1}{2} I+\mathfrak{C}\right) \circ(I+\mathfrak{A})^{-1} \tag{4.7.24}
\end{equation*}
$$

valid in $L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C l}_{n+1}, 2-\varepsilon<p<2+\varepsilon$. This, (4.7.23) and Theorem 3.4.2 then show that $\mathfrak{P}$ extends as a bounded operator in $L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C} \ell_{n+1}$ for $2-\varepsilon<p<2+\varepsilon$ and, in fact,

$$
\begin{equation*}
\mathfrak{P}: L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1} \longrightarrow \mathcal{H}^{p}(\partial \Omega) \text { is onto for } 2-\varepsilon<p<2+\varepsilon . \tag{4.7.25}
\end{equation*}
$$

Consider next $\mathfrak{Q}$, the complementary orthogonal projection of (4.7.6). Hence, by (4.6.22),

$$
\begin{align*}
\mathfrak{Q} f & =(I-\mathfrak{P}) f=\left[I-\left(\frac{1}{2} I+\mathfrak{C}\right)(I+\mathfrak{A})^{-1}\right] f=\left(\frac{1}{2} I-\mathfrak{C}^{*}\right)(I+\mathfrak{A})^{-1} f  \tag{4.7.26}\\
& =-M_{\nu}\left(\frac{1}{2} I+\mathfrak{C}\right) M_{\nu}(I+\mathfrak{A})^{-1} f, \tag{4.7.27}
\end{align*}
$$

since $M_{\nu}^{2}=-I$. We therefore arrive at the conclusion that $\mathfrak{Q}$ extends as a bounded, surjective operator

$$
\begin{equation*}
\mathfrak{Q}: L^{p}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1} \longrightarrow \nu \odot \mathcal{H}^{p}(\partial \Omega) \tag{4.7.28}
\end{equation*}
$$

whenever $2-\varepsilon<p<2+\varepsilon$. From (4.7.25) and (4.7.28), the conclusion regarding (4.7.9) follows. This finishes the proof of the first part of the theorem.

Consider next the claim made in the second part of the statement of the theorem. Fix $p \in(1, \infty)$ and denote by $p^{\prime}$ its Hölder conjugate exponent. Then Theorem 4.6.8 implies that

$$
\begin{equation*}
\operatorname{dist}\left(\mathfrak{A}, \operatorname{Cp}\left(L^{q}(\partial \Omega, d \sigma) \otimes \mathcal{C} \ell_{n+1}\right)\right)<1, \quad \text { for every } q \text { in between } p \text { and } p^{\prime} \tag{4.7.29}
\end{equation*}
$$

if $\Omega$ is an $\varepsilon$-regular SKT domain for a sufficiently small $\varepsilon$. Assuming that this is the case, we may then conclude that the operator $I+\mathfrak{A}$ is Fredholm with index zero on $L^{q}(\partial \Omega, d \sigma) \otimes \mathcal{C}_{n+1}$ for every $q$ in between $p$ and $p^{\prime}$. Also, from what we have proved already, this operator is also invertible when $q=2$. It is then easy to show that the operator in question is, in fact, invertible for every $q$ in between $p$ and $p^{\prime}$. Background material on Fredholm operators can be found in the Functional Analysis appendix in Vol. 1 of [112].

With this in hand and proceeding as in the first part of the proof, we arrive at the conclusion that (4.7.25) and (4.7.28) actually hold for the given $p$. As a consequence, (4.7.9) is also valid for the given $p$.

Finally, when $\Omega$ is a regular SKT domain then, by Proposition $4.1 .11, \Omega$ is an $\varepsilon$-regular SKT domain for every $\varepsilon>$ and, hence, (4.7.9) is valid for the full range $1<p<\infty$ in this case.

Denote by $\mathfrak{P}_{ \pm}$the Clifford-Szegö projections corresponding to $\Omega_{+}:=\Omega$ and $\Omega_{-}:=\mathbb{R}^{n+1} \backslash \bar{\Omega}$, respectively.

Theorem 4.7.3 Let $\Omega \subset \mathbb{R}^{n+1}$ be a two-sided NTA domain, with a compact, Ahlfors regular boundary. Then the following statements are equivalent:
(i) $\frac{1}{2} I+\mathfrak{C}-\mathfrak{P}_{+}$and $-\frac{1}{2} I+\mathfrak{C}+\mathfrak{P}_{-}$are compact operators on $L^{2}(\partial \Omega, d \sigma) \otimes \mathcal{C} l_{n+1}$;
(ii) $\mathfrak{P}_{+} \mathfrak{P}_{-}$(or, equivalently, $\mathfrak{P}_{-} \mathfrak{P}_{+}$) is a compact operator on $L^{2}(\partial \Omega, d \sigma) \otimes \mathcal{C l}_{n+1}$;
(iii) $I-\mathfrak{P}_{+}-\mathfrak{P}_{-}$is a compact operator on $L^{2}(\partial \Omega, d \sigma) \otimes \mathcal{C l}_{n+1}$;
(iv) $\Omega$ is a regular SKT domain.

Proof. This will follow from Theorem 4.6 .8 as soon as we establish the following operator identities:

$$
\begin{align*}
& \frac{1}{2} I+\mathfrak{C}-\mathfrak{P}_{+}=\left(\frac{1}{2} I+\mathfrak{C}\right)\left(\mathfrak{C}-\mathfrak{C}^{*}\right)(I+\mathfrak{A})^{-1},  \tag{4.7.30}\\
&-\frac{1}{2} I+\mathfrak{C}+\mathfrak{P}_{-}=\left(-\frac{1}{2} I+\mathfrak{C}\right)\left(\mathfrak{C}-\mathfrak{C}^{*}\right)(-I+\mathfrak{A})^{-1},  \tag{4.7.31}\\
& I-\mathfrak{P}_{+}-\mathfrak{P}_{-}=\left(\frac{1}{2} I+\mathfrak{C}\right)\left(\mathfrak{C}-\mathfrak{C}^{*}\right)(I+\mathfrak{A})^{-1} \\
& \quad-\left(-\frac{1}{2} I+\mathfrak{C}\right)\left(\mathfrak{C}-\mathfrak{C}^{*}\right)(-I+\mathfrak{A})^{-1},  \tag{4.7.32}\\
&-\mathfrak{P}_{+}\left(I-\mathfrak{P}_{+}-\mathfrak{P}_{-}\right)=\mathfrak{P}_{+} \mathfrak{P}_{-}, \quad-\mathfrak{P}_{-}\left(I-\mathfrak{P}_{+}-\mathfrak{P}_{-}\right)=\mathfrak{P}_{-} \mathfrak{P}_{+},  \tag{4.7.33}\\
& \mathfrak{C}-\mathfrak{C}^{*}=\left(\frac{1}{2} I+\mathfrak{C}-\mathfrak{P}_{+}\right)(I+\mathfrak{A}) \\
& \quad-\left(-\frac{1}{2} I+\mathfrak{C}+\mathfrak{P}_{-}\right)(-I+\mathfrak{A}),  \tag{4.7.34}\\
& \mathfrak{C}-\mathfrak{C}^{*}=\mathfrak{P}_{+} \mathfrak{P}_{-}\left(\mathfrak{C}+\mathfrak{C}^{*}\right)-\left(\mathfrak{C}+\mathfrak{C}^{*}\right) \mathfrak{P}_{-} \mathfrak{P}_{+} . \tag{4.7.35}
\end{align*}
$$

To this end, note that (4.7.30) is a direct consequence of (4.7.24), and that (4.7.31) is proved similarly. Next, (4.7.32) is obtained by subtracting (4.7.31) from (4.7.30). The two identities in (4.7.33) are easily verified by multiplying through and using the fact that $\mathfrak{P}_{ \pm}$are projections. Also, (4.7.34) follows easily from (4.7.30) and (4.7.31). As for (4.7.35), we start with

$$
\begin{equation*}
\mathfrak{P}_{+}\left(-\frac{1}{2} I+\mathfrak{C}\right)=\mathfrak{P}_{+}\left(\left(\frac{1}{2} I+\mathfrak{C}\right)-I\right)=\frac{1}{2} I+\mathfrak{C}-\mathfrak{P}_{+}, \tag{4.7.36}
\end{equation*}
$$

and use it to obtain

$$
\begin{equation*}
\mathfrak{P}_{+} \mathfrak{P}_{-}\left(-\frac{1}{2} I+\mathfrak{C}\right)=\frac{1}{2} I+\mathfrak{C}-\mathfrak{P}_{+} . \tag{4.7.37}
\end{equation*}
$$

Dualizing $\left(\frac{1}{2} I+\mathfrak{C}\right) \mathfrak{P}_{-}=0$ we also obtain $\mathfrak{P}_{-}\left(\frac{1}{2} I+\mathfrak{C}^{*}\right)=0$, so that

$$
\begin{equation*}
\mathfrak{P}_{+} \mathfrak{P}_{-}\left(\frac{1}{2} I+\mathfrak{C}^{*}\right)=0 . \tag{4.7.38}
\end{equation*}
$$

Adding (4.7.38) and (4.7.37) then yields

$$
\begin{equation*}
\frac{1}{2} I+\mathfrak{C}-\mathfrak{P}_{+}=\mathfrak{P}_{+} \mathfrak{P}_{-}\left(\mathfrak{C}+\mathfrak{C}^{*}\right), \tag{4.7.39}
\end{equation*}
$$

so by subtracting (4.7.39) from its dual version we arrive at (4.7.35).

## 5 Laplace-Beltrami layer potentials and the Dirichlet and Neumann problems

In this section we study the Dirichlet and Neumann problems for the Laplace operator $\Delta$ on a regular SKT domain $\Omega$ in a Riemannian manifold $M$. We consider more generally operators of the form $L=\Delta-V$ where $V \in L^{\infty}(M)$ is $\geq 0$. We set up the double layer operator $\mathcal{D}$ and the single layer operator $\mathcal{S}$ in $\S 5.1$ and investigate their basic properties of $L^{p}$-boundedness and nontangential boundary limit behavior, when $\Omega$ is a UR domain. Compactness results are derived in $\S 5.2$ when $\Omega$ is a regular SKT domain. Results of $\S \S 3-4$ are crucial for the work here. In $\S 5.3$ we extend Green
formulas of $\S 2.3$ to the manifold setting. This extension is used in $\S 5.4$ to establish injectivity of certain boundary layer operators, which in combination with the compactness results of $\S 5.2$ then yields invertibility. Then in $\S 5.5$ the Dirichlet and Neumann problems are solved, in terms of $\mathcal{D}$ and of $\mathcal{S}$ acting on inverses of appropriate boundary layer operators, applied to the boundary data. Results here will be complemented in $\S 6$ by results on various second order elliptic systems. In $\S 5.6$ we extend the results of $\S \S 5.4-5.5$ to the setting of $\varepsilon$-regular SKT domains.

### 5.1 Boundedness and jump-relations

To set the stage, we let $M$ be a compact, connected manifold, of dimension $n+1$, endowed with a Riemannian metric tensor $g=\sum_{j, k} g_{j k} d x_{j} \otimes d x_{k}$, perhaps of limited smoothness, as we will discuss further below. As is customary, we also let $g \operatorname{denote} \operatorname{det}\left(g_{j k}\right)$ and set $d \mathcal{V}:=\sqrt{g} d X$ for the volume element on $M$. Finally, let $\Delta$ denote the Laplace-Beltrami operator associated to the metric tensor and fix a nonnegative potential $V \in L^{\infty}(M)$ which is not identically zero. Then

$$
\begin{equation*}
L:=\Delta-V, \tag{5.1.1}
\end{equation*}
$$

is a second-order elliptic operator which maps the classical Sobolev space $H^{1,2}(M)$ isomorphically onto its dual, $H^{-1,2}(M)$, and whose inverse can be represented as an integral operator, say

$$
\begin{equation*}
L^{-1} u(X)=\int_{M} E(X, Y) u(Y) d \mathcal{V}(Y), \quad X \in M \tag{5.1.2}
\end{equation*}
$$

The invariance of various classes of rough domains under $C^{1}$-diffeomorphisms has been studied in [53]. In the context of Riemannian manifolds, this allows one to define, in a coordinate invariant fashion, classes of rough domains much as in the Euclidean setting.

If $\Omega \subset M$ is a UR domain, then the double layer potential associated with $\Omega$ in the compact ( $n+1$ )-dimensional Riemannian manifold $M$ has the form

$$
\begin{equation*}
\mathcal{D} f(X):=\int_{\partial \Omega} \frac{\partial E}{\partial \nu_{Y}}(X, Y) f(Y) d \sigma_{g}(Y) \tag{5.1.3}
\end{equation*}
$$

with $E(X, Y)$ as in (5.1.2), and where $\sigma_{g}$ stands for the surface measure induced by the metric on $\partial \Omega$. It is important to point out that, in any local coordinate system, if $\sigma$ is the surface measure induced by the Euclidean metric (i.e. when $g_{j k}=\delta_{j k}$ ) on $\partial \Omega$, then

$$
\begin{equation*}
d \sigma_{g}=\rho d \sigma, \quad \text { where } \quad \rho, \rho^{-1} \in L^{\infty}(\partial \Omega, d \sigma) . \tag{5.1.4}
\end{equation*}
$$

The proof of (5.1.4) can be seen by noting that both surface measures $\sigma$ and $\sigma_{g}$ are equal to $n$ dimensional Hausdorff measure, for $\partial \Omega \cap U \subset M$, where $U$ is a coordinate patch with either the Euclidean metric or the Riemannian metric of $M$, together with the fact that subsets of $U$ have diameters in these two metrics varying by a bounded factor. In fact, one has, in local coordinates,

$$
\begin{equation*}
\rho(X)=\sqrt{g(X)} G(X, n(X))^{1 / 2}, \tag{5.1.5}
\end{equation*}
$$

where $g(X)=\operatorname{det}\left(g_{j k}(X)\right), G(X, \xi)=g^{j k}(X) \xi_{j} \xi_{k}$, and $n=\left(n_{j}\right)_{j}$ is the unit conormal to $\partial \Omega$ in the Euclidean metric. See $\S 5.3$ for more on this.

Concerning the nature of the singularity in $E(x, y)$, let us recall here that a parametrix construction, detailed for progressively rougher metric tensors in [91]-[93], gives

$$
\begin{equation*}
\sqrt{g(X)} E(X, Y)=e_{0}(X-Y, X)+e_{1}(Y, X) \tag{5.1.6}
\end{equation*}
$$

in local coordinates, where the leading term has the form

$$
\begin{equation*}
e_{0}(Z, X):=C_{n}\left(\sum g_{j k}(X) z_{j} z_{k}\right)^{-(n-1) / 2}, \quad Z=\left(z_{i}\right)_{i} \in \mathbb{R}^{n+1} \tag{5.1.7}
\end{equation*}
$$

where $C_{n}$ is a purely dimensional constant and the residue $e_{1}(Y, X)$ satisfies the following estimates if the metric tensor is Hölder continuous, say $g_{j k} \in C^{\alpha}$ for some $\alpha \in(0,1)$,

$$
\begin{equation*}
\left|e_{1}(Y, X)\right| \leq C|X-Y|^{-(n-1-\alpha)}, \quad\left|\nabla_{Y} e_{1}(Y, X)\right| \leq C|X-Y|^{-(n-\alpha)} . \tag{5.1.8}
\end{equation*}
$$

Cf. Proposition 2.4 of [93], which improves (2.70)-(2.71) of [92]. (Here the dimension of $M$ is $n+1$ rather than $n$.) There are related estimates in [93] when $g_{j k}$ has modulus of continuity $\omega(h)$, satisfying

$$
\begin{equation*}
\int_{0}^{1} \frac{\sqrt{\omega(h)}}{h} d h<\infty . \tag{5.1.9}
\end{equation*}
$$

We will return to this matter later in this subsection.
Theorem 3.5.1 treats the contribution to $\mathcal{D} f(X)$ due to $g(X)^{-1 / 2} \partial_{\nu(Y)} e_{0}(X-Y, X)$. Now we examine the behavior of

$$
\begin{equation*}
\mathcal{K}_{1} f(X):=\int_{\partial \Omega} k_{1}(X, Y) f(Y) d \sigma_{g}(Y), \quad k_{1}(X, Y):=g(X)^{-1 / 2} \partial_{\nu(Y)} e_{1}(Y, X), \quad X \in \Omega, \tag{5.1.10}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{1} f(X):=\int_{\partial \Omega} k_{1}(X, Y) f(Y) d \sigma_{g}(Y), \quad X \in \partial \Omega \tag{5.1.11}
\end{equation*}
$$

We will estimate $\mathcal{N} \mathcal{K}_{1} f$, examine the behavior of (5.1.10) as $X$ approaches the boundary, and show that $K_{1}: L^{p}(\partial \Omega, d \sigma) \rightarrow L^{p}(\partial \Omega, d \sigma)$, compactly, for $p \in(1, \infty)$.

Behind this analysis is the following rather general result. Let $\mathcal{X}$ be a compact metric space, with distance function $d(X, Y)$ and positive measure $\mu$ having the property that for some $0<A_{1}, A_{2}<\infty$ and $n \in \mathbb{N}$,

$$
\begin{equation*}
A_{1} r^{n} \leq \mu\left(B_{r}(X)\right) \leq A_{2} r^{n} \tag{5.1.12}
\end{equation*}
$$

for all $X \in \mathcal{X}, r \in(0, \operatorname{diam} \mathcal{X}]$. As it follows from (5.1.4) and the discussion in $\S 3, \mathcal{X}=\partial \Omega$ has this property when $\Omega$ is a bounded, $(n+1)$-dimensional UR domain and $\mu$ is $n$-dimensional surface area.

Proposition 5.1.1 Assume $\mathcal{X}$ is as above and let $k_{1}(X, Y)$ be a measurable function on $\mathcal{X} \times \mathcal{X}$ satisfying

$$
\begin{equation*}
\left|k_{1}(X, Y)\right| \leq \psi(d(X, Y)) d(X, Y)^{-n} \tag{5.1.13}
\end{equation*}
$$

where $\psi(t)$ is monotone increasing, slowly varying, with

$$
\begin{equation*}
\int_{0}^{1} \frac{\psi(t)}{t} d t<\infty \tag{5.1.14}
\end{equation*}
$$

Consider

$$
\begin{equation*}
K_{1} f(X):=\int_{\mathcal{X}} k_{1}(X, Y) f(Y) d \mu(Y) \tag{5.1.15}
\end{equation*}
$$

Then $K_{1}: L^{p}(\mathcal{X}, d \mu) \rightarrow L^{p}(\mathcal{X}, d \mu)$ is compact, for each $p \in(1, \infty)$.
Proof. Under the hypothesis (5.1.12), this result is a special case of Lemma 2.4.6.
To apply Proposition 5.1.1 to $\mathcal{K}_{1}$ and $K_{1}$, first note that if the metric tensor is Hölder continuous, so (5.1.8) holds, then (5.1.13) holds with $\psi(t)=t^{\alpha}, \alpha \in(0,1)$. Thus $K_{1}$ is compact on $L^{p}\left(\partial \Omega, d \sigma_{g}\right)$ for each $p \in(1, \infty)$. Also

$$
\begin{equation*}
\mathcal{N}\left(\mathcal{K}_{1} f\right)(X) \leq \int_{\partial \Omega} k_{1}^{M}(X, Y)|f(Y)| d \sigma_{g}(Y), \quad X \in \partial \Omega \tag{5.1.16}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{1}^{M}(X, Y):=\sup _{Z \in \Gamma(X)}\left|k_{1}(Z, Y)\right|, \quad X, Y \in \partial \Omega . \tag{5.1.17}
\end{equation*}
$$

If (5.1.8) holds, then, since $\operatorname{dist}(Z, X) \leq C \operatorname{dist}(Z, \partial \Omega)$ for $Z \in \Gamma(X)$, we have the same sort of estimate (5.1.13) on $k_{1}^{M}(X, Y)$. Hence

$$
\begin{equation*}
\left\|\mathcal{N}\left(\mathcal{K}_{1} f\right)\right\|_{L^{p}\left(\partial \Omega, d \sigma_{g}\right)} \leq C_{p}\|f\|_{L^{p}\left(\partial \Omega, d \sigma_{g}\right)}, \quad 1<p<\infty . \tag{5.1.18}
\end{equation*}
$$

We are ready to establish a result on boundary behavior.
Lemma 5.1.2 Given $p \in(1, \infty), f \in L^{p}\left(\partial \Omega, d \sigma_{g}\right)$, we have

$$
\begin{equation*}
\lim _{\substack{Z \rightarrow X \\ Z \in \Gamma(X)}} \mathcal{K}_{1} f(Z)=K_{1} f(X), \quad \sigma_{g} \text { - a.e. } X \in \partial \Omega . \tag{5.1.19}
\end{equation*}
$$

Proof. Given the bound (5.1.18) on $\|\mathcal{N}(\mathcal{K} f)\|_{L^{p}\left(\partial \Omega, d \sigma_{g}\right)}$, it suffices to show that convergence in (5.1.19) holds for each $f \in C^{0}(\partial \Omega)$. To see this, write

$$
\begin{align*}
\lim _{\substack{Z \rightarrow X \\
Z \in \Gamma(X)}} \mathcal{K}_{1} f(Z)= & \lim _{\varepsilon \rightarrow 0} \lim _{\substack{Z \rightarrow X \\
Z \in \Gamma(X)}} \int_{|X-Y|>\varepsilon} k_{1}(Z, Y) f(Y) d \sigma_{g}(Y) \\
& +\lim _{\varepsilon \rightarrow 0} \lim _{\substack{Z \rightarrow X \\
Z \in \Gamma(X)}} \int_{|X-Y|<\varepsilon} k_{1}(Z, Y) f(Y) d \sigma_{g}(Y)  \tag{5.1.20}\\
=: & I_{1}+I_{2} .
\end{align*}
$$

For each $\varepsilon>0$, the Lebesgue Dominated Convergence Theorem applies to $I_{1}$ twice, giving

$$
\begin{equation*}
I_{1}=\lim _{\varepsilon \rightarrow 0} \int_{|X-Y|>\varepsilon} k_{1}(X, Y) f(Y) d \sigma_{g}(Y)=K_{1} f(X) \tag{5.1.21}
\end{equation*}
$$

Meanwhile, with $k_{1}^{M}(X, Y)$ as in (5.1.17), we have

$$
\begin{equation*}
I_{2} \leq\|f\|_{L^{\infty}(\partial \Omega, d \sigma)} \lim _{\varepsilon \rightarrow 0} \int_{|X-Y|<\varepsilon} k_{1}^{M}(X, Y) d \sigma_{g}(Y)=0 \tag{5.1.22}
\end{equation*}
$$

by estimates parallel to (2.4.51).
A useful notational convention is as follows. Fix a smooth background metric $g_{o}$ and denote by $d_{o}(X, Y)$ the geodesic distance between $X, Y \in M$, taken with respect to $g_{o}$. We then set

$$
\begin{equation*}
\text { P.V. } \int_{\partial \Omega} F(X, Y) d \sigma_{g}(Y):=\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\ d_{o}(X, Y)>\varepsilon}} F(X, Y) d \sigma_{g}(Y), \quad X \in \partial \Omega . \tag{5.1.23}
\end{equation*}
$$

Theorem 5.1.3 Let $\Omega$ be a UR domain in a compact, connected Riemannian manifold whose metric tensor is Hölder continuous, let $L$ be given by (5.1.1) with $V \geq 0$ and $V>0$ on a set of positive measure, and let $\mathcal{D}$ be given by (5.1.3). Then, for $p \in(1, \infty), f \in L^{p}(\partial \Omega, d \sigma)$,

$$
\begin{equation*}
\|\mathcal{N}(\mathcal{D} f)\|_{L^{p}\left(\partial \Omega, d \sigma_{g}\right)} \leq C_{p}\|f\|_{L^{p}\left(\partial \Omega, d \sigma_{g}\right)} \tag{5.1.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\substack{Z \rightarrow X \\ Z \in \Gamma(X)}} \mathcal{D} f(Z)=\left(\frac{1}{2} I+K\right) f(X), \quad \text { for } \quad \sigma_{g}-\text { a.e. } \quad X \in \partial \Omega, \tag{5.1.25}
\end{equation*}
$$

where

$$
\begin{equation*}
K f(X):=\text { P.V. } \int_{\partial \Omega} \frac{\partial E}{\partial \nu_{Y}}(X, Y) f(Y) d \sigma_{g}(Y) \tag{5.1.26}
\end{equation*}
$$

has the property

$$
\begin{equation*}
\|K f\|_{L^{p}\left(\partial \Omega, d \sigma_{g}\right)} \leq C_{p}\|f\|_{L^{p}\left(\partial \Omega, d \sigma_{g}\right)} . \tag{5.1.27}
\end{equation*}
$$

Proof. Most of the claims follow in a straightforward manner by combining Lemma 5.1 .2 with the results of $\S \S 3-4$. In fact, the only remaining task is to verify the limit (5.1.25). Note that

$$
\begin{align*}
\mathcal{D} f(Z) & =\int_{\partial \Omega}\left\langle d_{Y} E(Z, Y), \nu(Y)\right\rangle f(Y) d \sigma_{g}(Y)  \tag{5.1.28}\\
& =\mathcal{E}(\nu f)(z)
\end{align*}
$$

where we have set

$$
\begin{equation*}
\mathcal{E} h(Z):=\int_{\partial \Omega} d_{Y} E(Z, Y) h(Y) d \sigma_{g}(Y) . \tag{5.1.29}
\end{equation*}
$$

The same arguments as above bound $\mathcal{N}(\mathcal{E} h)$ and appeal to results of $\S 4$ gives

$$
\begin{equation*}
\lim _{\substack{Z \rightarrow X \\ Z \in \Gamma(X)}} \mathcal{D} f(Z)=A(X) f(X)+K f(X) \tag{5.1.30}
\end{equation*}
$$

with $K$ as in (5.1.26) and $A(X)$ of the form

$$
\begin{equation*}
A(X)=-\frac{1}{2 \sqrt{-1}}\langle p(X, n(X)), \nu(X)\rangle \tag{5.1.31}
\end{equation*}
$$

where $n(X)$ is the unit conormal to $\partial \Omega$ at the point $X$ (in the Euclidean metric, in a local coordinate system) and $p(X, \xi)$ is the principal symbol of the operator on functions on $\mathbb{R}^{n+1}$ with integral kernel $d_{Y} e_{0}(X-Y, X)$. This is an $(n+1)$-covector with components

$$
\begin{equation*}
p_{j}(X, \xi)=-\sqrt{-1} \frac{\rho(X)}{\sqrt{g(X)}} G(X, \xi)^{-1} \xi_{j}, \quad G(X, \xi)=g^{j k}(X) \xi_{j} \xi_{k} \tag{5.1.32}
\end{equation*}
$$

where $\left(g^{j k}\right)_{j k}$ is the inverse matrix of $\left(g_{j k}\right)_{j k}$. Now the unit conormal to $\partial \Omega$ with respect to the metric $g_{j k}$ is given by

$$
\begin{equation*}
\nu_{j}(X)=G(X, n(X))^{-1 / 2} n_{j}(X), \quad \text { for a.e. } X \in \partial \Omega \tag{5.1.33}
\end{equation*}
$$

and the unit normal to $\partial \Omega$ with respect to this metric is given by

$$
\begin{equation*}
\nu^{j}(X)=g^{j k}(X) \nu_{k}(X), \quad \text { for a.e. } X \in \partial \Omega . \tag{5.1.34}
\end{equation*}
$$

Thus, we have

$$
\begin{align*}
A(X) & =\frac{1}{2} \frac{\rho(X)}{\sqrt{g(X)}} g^{j k}(X) n_{k}(X) n_{j}(X) G(X, n(X))^{-3 / 2}  \tag{5.1.35}\\
& =\frac{1}{2} \frac{\rho(X)}{\sqrt{g(X)}} G(X, n(X))^{-1 / 2} \\
& =\frac{1}{2}
\end{align*}
$$

the last identity by (5.1.5).
We now discuss how results of [93] allow one to extend Theorem 5.1.3 to a class of Riemannian manifolds whose metric tensors have a weaker modulus of continuity, namely one satisfying (5.1.9). Indeed, according to Proposition 2.4 of [93], if $\omega$ satisfies the Dini condition $\int_{0}^{1} \omega(t) t^{-1} d t<\infty$, while $t^{-\alpha} \omega(t) \searrow$ for some $\alpha \in(0,1)$, then one has these estimates on $e_{1}(Y, X)$ :

$$
\begin{equation*}
\left|e_{1}(Y, X)\right| \leq C \frac{\sigma(|X-Y|)}{|X-Y|^{n-1}}, \quad\left|\nabla_{Y} e_{1}(Y, X)\right| \leq C \frac{\beta(|X-Y|)}{|X-Y|^{n}} \tag{5.1.36}
\end{equation*}
$$

(given that $\operatorname{dim} M=n+1$ ), where

$$
\begin{equation*}
\sigma(h):=\int_{0}^{h} \frac{\omega(t)}{t} d t \tag{5.1.37}
\end{equation*}
$$

and $\beta(h)$ is required to satisfy two conditions. The first is $\beta(h) \geq \sigma(h)$. The second is that there exists $\omega_{1}(h)$ satisfying the Dini condition

$$
\begin{equation*}
\int_{0}^{1} \frac{\omega_{1}(t)}{t} d t<\infty \tag{5.1.38}
\end{equation*}
$$

such that

$$
\begin{equation*}
\omega(\rho h) \leq \beta(\rho) \omega_{1}(h), \quad \forall \rho, h \in(0,1] . \tag{5.1.39}
\end{equation*}
$$

In such a case, the hypothesis (5.1.13) of Proposition 5.1.1 holds with $\psi(t)=\beta(t)$, so Proposition 5.1.1 applies provided $\int_{0}^{1} \beta(t) t^{-1} d t<\infty$.

Now if $\omega(t)=t^{\alpha}$ with $\alpha \in(0,1)$, then one can take $\sigma(t)=\beta(t)=\omega_{1}(t)=t^{\alpha}$. On the other hand, if $\omega(t)=(\log 1 / t)^{-\alpha}$ for $t \ll 1$, one needs $\alpha>2$. For example, if $0<a<b$, one can take

$$
\begin{array}{ll}
\omega(h)=\left(\log \frac{1}{h}\right)^{-2-b}, & \sigma(h)=\left(\log \frac{1}{h}\right)^{-1-b} \\
\beta(h)=\left(\log \frac{1}{h}\right)^{-1-a}, & \omega_{1}(h)=\left(\log \frac{1}{h}\right)^{-1-(b-a)} \tag{5.1.40}
\end{array}
$$

More generally, if $\omega$ satisfies (5.1.9), then (5.1.37)-(5.1.39) hold with $\omega_{1}(t)=\sqrt{\omega(t)}, \sigma(t) \leq C \omega_{1}(t)$, and $\beta(t)=\omega_{1}(t)$. Thus Proposition 5.1.1 is applicable with $\psi(t)=\beta(t)=\omega_{1}(t)$, and all the steps in the proof of Theorem 5.1.3 extend to yield:

Theorem 5.1.4 The results of Theorem 5.1.3 hold whenever the metric tensor on $M$ has a modulus of continuity satisfying (5.1.9).

We now turn to the single-layer potential

$$
\begin{equation*}
\mathcal{S} f(X):=\int_{\partial \Omega} E(X, Y) f(Y) d \sigma_{g}(Y), \quad X \in \Omega, \tag{5.1.41}
\end{equation*}
$$

and its gradient

$$
\begin{equation*}
\nabla \mathcal{S} f(X)=\int_{\partial \Omega} \nabla_{X} E(X, Y) f(Y) d \sigma_{g}(Y), \quad X \in \Omega \tag{5.1.42}
\end{equation*}
$$

In this case it is convenient to exploit the symmetry $E(X, Y)=E(Y, X)$ and replace (5.1.6) by

$$
\begin{equation*}
\sqrt{g(Y)} E(X, Y)=e_{0}(X-Y, Y)+e_{1}(X, Y) \tag{5.1.43}
\end{equation*}
$$

In this scenario, the second estimate in (5.1.36) becomes

$$
\begin{equation*}
\left|\nabla_{X} e_{1}(X, Y)\right| \leq C \frac{\beta(|X-Y|)}{|X-Y|^{n}} \tag{5.1.44}
\end{equation*}
$$

Also, in this case, Theorem 3.5.2 applies to the contribution of $g(Y)^{-1 / 2} \nabla_{X} e_{0}(X-Y, Y)$ to $\nabla \mathcal{S} f(X)$, and the same arguments as used above apply to the analysis of

$$
\begin{equation*}
\widetilde{\mathcal{K}}_{1} f(X):=\int_{\partial \Omega} \tilde{k}_{1}(X, Y) f(Y) d \sigma_{g}(Y), \quad \tilde{k}_{1}(X, Y):=g(Y)^{-1 / 2} \nabla_{X} e_{1}(X, Y) \tag{5.1.45}
\end{equation*}
$$

We obtain the following extension of (3.3.36)-(3.3.39):
Theorem 5.1.5 In the setting of Theorem 5.1.4, we have, for $p \in(1, \infty)$,

$$
\begin{equation*}
\|\mathcal{N}(\nabla \mathcal{S} f)\|_{L^{p}\left(\partial \Omega, d \sigma_{g}\right)} \leq C_{p}\|f\|_{L^{p}\left(\partial \Omega, d \sigma_{g}\right)} . \tag{5.1.46}
\end{equation*}
$$

Also, given $p \in(1, \infty)$ and $f \in L^{p}\left(\partial \Omega, d \sigma_{g}\right)$, one has for almost all $X \in \partial \Omega$,

$$
\begin{equation*}
\lim _{\substack{Z \rightarrow X \\ Z \in \Gamma(X)}}\left(\partial_{\nu(X)} \mathcal{S} f\right)(Z)=\left(-\frac{1}{2} I+K^{*}\right) f(X), \tag{5.1.47}
\end{equation*}
$$

where $K^{*}$ is the adjoint of $K$, given by (5.1.26).

### 5.2 Compactness of $K$

We now establish compactness of $K$ on $L^{p}(\partial \Omega, d \sigma)$ for $p \in(1, \infty)$, when $\Omega$ is a regular SKT domain.
Theorem 5.2.1 Retain the hypotheses of Theorem 5.1.3 (or 5.1.4), but this time assume that $\Omega$ is a regular SKT domain. Then the operator $K$ defined in (5.1.26) is compact when acting from $L^{p}\left(\partial \Omega, d \sigma_{g}\right)$ into itself, whenever $1<p<\infty$.

Proof. To get started, we peel off some pieces that are always compact on $L^{p}\left(\partial \Omega, d \sigma_{g}\right)$ and look at what remains. So far we have

$$
\begin{equation*}
K=K^{b}+K_{1}, \tag{5.2.1}
\end{equation*}
$$

where $K_{1}$, given by (5.1.11), is known to be compact, and (in a local coordinate patch)

$$
\begin{equation*}
K^{b} f(X)=\text { P.V. } \int_{\partial \Omega} \partial_{\nu(Y)} e_{0}(X-Y, X) f(Y) d \sigma_{g}(Y) \tag{5.2.2}
\end{equation*}
$$

Now, by (5.1.7), setting

$$
\begin{equation*}
\Gamma(X, X-Y):=g_{j k}(X)\left(x_{j}-y_{j}\right)\left(x_{k}-y_{k}\right), \quad X=\left(x_{i}\right)_{i}, Y=\left(y_{i}\right)_{i} \in \mathbb{R}^{n+1} \tag{5.2.3}
\end{equation*}
$$

it follows that, if $C_{n}$ is as in (5.1.7), we have

$$
\begin{equation*}
\partial_{\nu(Y)} e_{0}(X-Y, X)=-\frac{C_{n}}{2}(n-1)\left[\partial_{\nu(Y)} \Gamma(X, X-Y)\right] \Gamma(X, X-Y)^{-(n+1) / 2}, \tag{5.2.4}
\end{equation*}
$$

and, via (5.1.33)-(5.1.34),

$$
\begin{align*}
\partial_{\nu(Y)} \Gamma(X, X-Y) & =G(Y, n(Y))^{-1 / 2} g^{\ell m}(Y) n_{\ell}(Y) \frac{\partial}{\partial y_{m}}\left[g_{j k}(X)\left(x_{j}-y_{j}\right)\left(x_{k}-y_{k}\right)\right]  \tag{5.2.5}\\
& =-2 G(Y, n(Y))^{-1 / 2} n_{\ell}(Y) g^{\ell m}(Y) g_{m k}(X)\left(x_{k}-y_{k}\right) \\
& =-2 G(Y, n(Y))^{-1 / 2} n^{j}(Y) g_{j k}(X)\left(x_{k}-y_{k}\right),
\end{align*}
$$

with $n^{j}:=n_{\ell} g^{\ell j}$. Hence

$$
\begin{equation*}
K^{b} f(X)=(n-1) C_{n} \text { P.V. } \int_{\partial \Omega} \frac{n^{j}(Y) g_{j k}(X)\left(x_{k}-y_{k}\right)}{\Gamma(X, X-Y)^{(n+1) / 2}} G(Y, n(Y))^{-1 / 2} f(Y) d \sigma_{g}(Y) . \tag{5.2.6}
\end{equation*}
$$

Next we set

$$
\begin{equation*}
K^{b}=K^{\#}+K_{2}, \tag{5.2.7}
\end{equation*}
$$

where $K_{2}$ is defined by substituting $g_{j k}(X)-g_{j k}(Y)$ for $g_{j k}(X)$ in (5.2.6). Thus $K_{2}$ is compact, by Proposition 5.1.1, and $K^{\#}$ has the form (5.2.6) with $n^{j}(Y) g_{j k}(X)$ replaced by $n^{j}(Y) g_{j k}(Y)=$ $n_{k}(Y)$, so

$$
\begin{equation*}
K^{\#} f(X)=(n-1) C_{n} \text { P.V. } \int_{\partial \Omega} \frac{n_{k}(Y)\left(x_{k}-y_{k}\right)}{\Gamma(X, X-Y)^{(n+1) / 2}} G(Y, n(Y))^{-1 / 2} f(Y) d \sigma_{g}(Y) \tag{5.2.8}
\end{equation*}
$$

Compare this formula with (3.3.1). Now $K^{\#}$ has the form

$$
\begin{equation*}
K^{\#} f=T M f, \quad M f(Y)=G(Y, n(Y))^{-1 / 2} f(Y), \tag{5.2.9}
\end{equation*}
$$

and Theorem 4.5.4 is directly applicable to $T$. Since $G(Y, n(Y))^{-1 / 2}$ is bounded, this yields compactness of $K^{\#}$ and completes the proof of Theorem 5.2.1.

### 5.3 Green formulas on Riemannian manifolds

Let $\mathbb{R}^{m}$ carry a continuous metric tensor $\left(g_{j k}\right)$, in addition to the Euclidean metric tensor $\left(\delta_{j k}\right)$. A vector field $v=v^{j} \partial_{j}$ has divergence $\operatorname{div} v \in \mathcal{D}^{\prime}\left(\mathbb{R}^{m}\right)$ given by

$$
\begin{equation*}
\langle\varphi, \operatorname{div} v\rangle=-\left\langle\partial_{j} \varphi, g^{1 / 2} v^{j}\right\rangle, \tag{5.3.1}
\end{equation*}
$$

where $g=\operatorname{det}\left(g_{j k}\right)$, and we use the summation convention. If $\operatorname{div} v$ is a locally integrable multiple of Lebesgue measure, or equivalently of $d \mathcal{V}=g^{1 / 2} d x$, we identify $\operatorname{div} v$ with the density $\operatorname{div} v d \mathcal{V}$. We denote by $\operatorname{div}_{0} v$ this quantity associated to $\left(\delta_{j k}\right)$ rather than $\left(g_{j k}\right)$, so $\operatorname{div} v=g^{-1 / 2} \operatorname{div}_{0}\left(g^{1 / 2} v\right)$, in the locally integrable case.

Let $\Omega \subset \mathbb{R}^{m}$ be an open set with locally finite perimeter. Assume $v$ belongs to

$$
\begin{align*}
\mathcal{D} & =\left\{v \in C_{0}^{0}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right): \operatorname{div} v \in L^{1}\left(\mathbb{R}^{m}\right)\right\} \\
& =\left\{v \in C_{0}^{0}\left(\mathbb{R}^{m}, \mathbb{R}^{m}\right): \operatorname{div}_{0}\left(g^{1 / 2} v\right) \in L^{1}\left(\mathbb{R}^{m}\right)\right\} \tag{5.3.2}
\end{align*}
$$

Then

$$
\begin{equation*}
\int_{\Omega} \operatorname{div} v d \mathcal{V}=\int_{\Omega} \operatorname{div}_{0}\left(g^{1 / 2} v\right) d x \tag{5.3.3}
\end{equation*}
$$

Hence Green's theorem from $\S 2.2$ gives

$$
\begin{equation*}
\int_{\Omega} \operatorname{div} v d \mathcal{V}=\int_{\partial * \Omega}\langle n, v\rangle g^{1 / 2} d \sigma \tag{5.3.4}
\end{equation*}
$$

where $n$ is the outward-pointing unit normal with respect to the metric $\left(\delta_{j k}\right)$ and $\sigma$ is the ( $m-1$ )dimensional Hausdorff measure defined by $\left(\delta_{j k}\right)$. We claim that

$$
\begin{equation*}
\int_{\partial^{*} \Omega}\langle n, v\rangle g^{1 / 2} d \sigma=\int_{\partial^{*} \Omega}\langle\nu, v\rangle_{g} d \sigma_{g} \tag{5.3.5}
\end{equation*}
$$

where $\nu$ is the unit outward-pointing normal determined by $\left(g_{j k}\right),\langle,\rangle_{g}$ is the inner product determined by $\left(g_{j k}\right)$, and $\sigma_{g}$ is $(m-1)$-dimensional Hausdorff measure determined by $\left(g_{j k}\right)$. The vectors $\nu=\nu^{j} \partial_{j}$ and $n=n^{j} \partial_{j}$ have associated covectors

$$
\begin{equation*}
\nu^{b}=\sum \nu_{j} d x_{j}, \quad n^{b}=\sum n_{j} d x_{j} \tag{5.3.6}
\end{equation*}
$$

where

$$
\begin{equation*}
\nu_{j}=g_{j k} \nu^{k}, \quad n_{j}=\delta_{j k} n^{k} . \tag{5.3.7}
\end{equation*}
$$

The covectors $\nu^{b}$ and $n^{b}$ are parallel and both have unit length, with respect to their associated metric tensors, so

$$
\begin{equation*}
n_{j}=a \nu_{j}, \quad a^{2}=\left\langle n^{b}, n^{b}\right\rangle_{g}=g^{j k} n_{j} n_{k} . \tag{5.3.8}
\end{equation*}
$$

Hence

$$
\begin{align*}
\langle n, v\rangle g^{1 / 2} & =n_{j} v^{j} g^{1 / 2} \\
& =g^{1 / 2}\left\langle n^{b}, n^{b}\right\rangle_{g}^{1 / 2} \nu_{j} v^{j} \\
& =g^{1 / 2}\left\langle n^{b}, n^{b}\right\rangle_{g}^{1 / 2}\langle\nu, v\rangle_{g} . \tag{5.3.9}
\end{align*}
$$

Thus (5.3.5) is equivalent to the assertion that

$$
\begin{equation*}
\sigma_{g}=g^{1 / 2}\left\langle n^{b}, n^{b}\right\rangle_{g}^{1 / 2} \sigma \tag{5.3.10}
\end{equation*}
$$

on measurable subsets of $\partial^{*} \Omega$. The following result establishes (5.3.10).
Proposition 5.3.1 Let $S \subset \mathbb{R}^{m}$ be a countably rectifiable $(m-1)$-dimensional set in $\mathbb{R}^{m}$, with measure-theoretic unit normal $n$ determined by the Euclidean structure. If $\sigma$ is $(m-1)$-dimensional Hausdorff measure determined by $\left(\delta_{j k}\right)$ and $\sigma_{g}$ is $(m-1)$-dimensional Hausdorff measure determined by $\left(g_{j k}\right)$, then (5.3.10) holds on $S$.

Proof. It is clear from the definitions that for each compact $K \subset \mathbb{R}^{m}$ there exists $C_{K} \in(1, \infty)$ such that

$$
\begin{equation*}
C_{K}^{-1} \sigma(A) \leq \sigma_{g}(A) \leq C_{K} \sigma(A), \quad A \subset K \tag{5.3.11}
\end{equation*}
$$

The hypothesis of countable rectifiability implies there is a disjoint union

$$
\begin{equation*}
S=\bigcup_{k \geq 1} M_{k} \cup N, \tag{5.3.12}
\end{equation*}
$$

where each $M_{k}$ is a Borel subset of some ( $m-1$ )-dimensional $C^{1}$ submanifold of $\mathbb{R}^{m}$, while $\sigma(N)=0$, hence $\sigma_{g}(N)=0$. It is elementary that (5.3.10) holds on each $C^{1}$ submanifold of $\mathbb{R}^{m}$, of dimension $m-1$, so by (5.3.12) it holds on $S$.

Since $\partial^{*} \Omega$ is countably rectifiable, we have the following variant of Proposition 2.2.4.

Proposition 5.3.2 Let $\mathbb{R}^{m}$ have a continuous metric tensor $\left(g_{j k}\right)$. Let $\Omega \subset \mathbb{R}^{m}$ be an open set with locally finite perimeter. Then

$$
\begin{equation*}
\int_{\Omega} \operatorname{div} v d \mathcal{V}=\int_{\partial^{*} \Omega}\langle\nu, v\rangle_{g} d \sigma_{g} \tag{5.3.13}
\end{equation*}
$$

for all $v \in \mathcal{D}$, defined by (5.3.2).
Similarly we can apply Proposition 2.2.5 to deduce that

$$
\begin{equation*}
\int_{\Omega} \operatorname{div}_{0}\left(g^{1 / 2} v\right) d x=\int_{\partial * \Omega}\langle n, v\rangle g^{1 / 2} d \sigma, \tag{5.3.14}
\end{equation*}
$$

whenever $\Omega$ has a tame interior approximation and $v$ belongs to

$$
\begin{align*}
\widetilde{\mathcal{D}} & =\left\{v \in C_{0}^{0}\left(\bar{\Omega}, \mathbb{R}^{m}\right): \operatorname{div}_{0}\left(g^{1 / 2} v\right) \in L^{1}(\Omega)\right\} \\
& =\left\{v \in C_{0}^{0}\left(\bar{\Omega}, \mathbb{R}^{m}\right): \operatorname{div} v \in L^{1}(\Omega)\right\} . \tag{5.3.15}
\end{align*}
$$

We obtain
Proposition 5.3.3 If $\mathbb{R}^{m}$ has a continuous metric tensor $\left(g_{j k}\right)$ and $\Omega \subset \mathbb{R}^{m}$ has a tame interior approximation, then (5.3.13) holds for all $v \in \widetilde{\mathcal{D}}$.

Also the results of $\S 2.3$ together with Proposition 5.3.1 yield the following.
Proposition 5.3.4 If $g=\left(g_{j k}\right)$ is a continuous metric tensor on $\mathbb{R}^{m}$ and $\Omega \subset \mathbb{R}^{m}$ is a bounded domain with Ahlfors regular boundary, then (5.3.13) holds whenever

$$
\begin{equation*}
\operatorname{div} v \in L^{1}(\Omega) \text { and } v \in \mathfrak{L}^{p} \tag{5.3.16}
\end{equation*}
$$

for some $p>1$, where

$$
\begin{equation*}
\mathfrak{L}^{p}:=\left\{v \in C(\Omega): \mathcal{N} v \in L^{p}\left(\partial \Omega, d \sigma_{g}\right) \text { and } \exists \text { nontangential limit } v_{b}, \sigma_{g}-\text { a.e. }\right\} . \tag{5.3.17}
\end{equation*}
$$

Remark. Using partitions of unity, we can extend the scope of these results to $\Omega \subset M$, where $M$ is a smooth manifold with a continuous metric tensor.

We can apply Proposition 5.3.4 in the following setting. Let $M$ be a compact manifold with a Riemannian metric whose components are continuous with a modulus of continuity $\omega$ satisfying

$$
\begin{equation*}
\int_{0}^{1} \frac{\sqrt{\omega(t)}}{t} d t<\infty \tag{5.3.18}
\end{equation*}
$$

Let $V \in L^{\infty}(M)$ satisfy $V \geq 0$ on $M$ and $V>0$ on a set of positive measure. Then let $E(x, y)$ be the integral kernel of $(\Delta-V)^{-1}$ on $L^{2}(M)$. Let $\Omega \subset M$ be a connected UR domain. For $f \in L^{p}\left(\partial \Omega, d \sigma_{g}\right)$, set

$$
\begin{equation*}
\mathcal{S} f(x):=\int_{\partial \Omega} E(x, y) f(y) d \sigma_{g}(y), \quad x \in \Omega \tag{5.3.19}
\end{equation*}
$$

A fundamental result is

$$
\begin{equation*}
\|\mathcal{N}(\nabla \mathcal{S} f)\|_{L^{p}\left(\partial \Omega, d \sigma_{g}\right)} \leq C_{p}\|f\|_{L^{p}\left(\partial \Omega, d \sigma_{g}\right)}, \quad 1<p<\infty, \tag{5.3.20}
\end{equation*}
$$

and that nontangential limits of $\nabla \mathcal{S} f$ exist $\sigma_{g}$-a.e. on $\partial \Omega$. In addition,

$$
\begin{equation*}
\lim _{y \rightarrow x} \text { in } \Gamma_{x}\langle\nu(x), \nabla \mathcal{S} f(y)\rangle=\left(-\frac{1}{2}+K^{*}\right) f(x), \quad \sigma_{g} \text {-a.e. } \tag{5.3.21}
\end{equation*}
$$

where $K^{*}: L^{p}\left(\partial \Omega, d \sigma_{g}\right) \rightarrow L^{p}\left(\partial \Omega, d \sigma_{g}\right)$, for $1<p<\infty$. Also, by Proposition 3.2.5,

$$
\begin{equation*}
\|\nabla \mathcal{S} f\|_{L^{p}(\Omega)}+\|\mathcal{S} f\|_{L^{q}(\Omega)} \leq C\|f\|_{L^{2}\left(\partial \Omega, d \sigma_{g}\right)} \tag{5.3.22}
\end{equation*}
$$

for some $p, q>2$, and elementary estimates give $\|\mathcal{N S} f\|_{L^{r}\left(\partial \Omega, d \sigma_{g}\right)} \leq C\|f\|_{L^{2}\left(\partial \Omega, d \sigma_{g}\right)}$ for some $r>2$. Now if we take $f \in L^{2}\left(\partial \Omega, d \sigma_{g}\right)$ and set

$$
\begin{equation*}
u=\mathcal{S} f, \quad v=u \nabla u, \tag{5.3.23}
\end{equation*}
$$

we have

$$
\begin{equation*}
\operatorname{div} v=|\nabla u|^{2}+u \Delta u=|\nabla u|^{2}+V u^{2}, \quad \text { on } \Omega . \tag{5.3.24}
\end{equation*}
$$

Thus Proposition 5.3.4 applies to give

$$
\begin{equation*}
\int_{\Omega}\left(|\nabla u|^{2}+V u^{2}\right) d \mathcal{V}=\int_{\partial \Omega} u\left(-\frac{1}{2} I+K^{*}\right) f d \sigma_{g} \tag{5.3.25}
\end{equation*}
$$

### 5.4 Invertibility of boundary layer potentials

As in $\S 5.1$, let $\Omega$ be an open subset of a compact, connected manifold $M$, endowed with a Riemannian metric tensor $g$ whose components have a modulus of continuity satisfying the Dini-type condition (5.1.9). We set $L=\Delta-V$ with bounded $V \geq 0$ on $M, V>0$ on a set of positive measure, and define the double layer potential $\mathcal{D}$ by (5.1.3) and the single layer potential $\mathcal{S}$ by (5.1.41). By Theorem 5.1.3, if $\Omega$ is a UR domain, then, for a.e. $X \in \partial \Omega$,

$$
\begin{equation*}
\lim _{Z \rightarrow X, Z \in \Gamma(X)} \mathcal{D} f(Z)=\left(\frac{1}{2} I+K\right) f(X) \tag{5.4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
K: L^{p}\left(\partial \Omega, d \sigma_{g}\right) \longrightarrow L^{p}\left(\partial \Omega, d \sigma_{g}\right), \quad 1<p<\infty \tag{5.4.2}
\end{equation*}
$$

Similarly, if $Z \rightarrow X \in \partial \Omega$ from a nontangential region in $\Omega^{-}:=M \backslash \bar{\Omega}$, we have

$$
\begin{equation*}
\left.\mathcal{D} f\right|_{\partial \Omega^{-}}=\left(-\frac{1}{2} I+K\right) f \tag{5.4.3}
\end{equation*}
$$

Also, by Theorem 5.1.5 and its counterpart for $\Omega^{-}$,

$$
\begin{equation*}
\left.\partial_{\nu} \mathcal{S} f\right|_{\partial \Omega^{ \pm}}=\left(\mp \frac{1}{2} I+K^{*}\right) f \tag{5.4.4}
\end{equation*}
$$

We establish invertibility of these operators on $L^{p}\left(\partial \Omega, d \sigma_{g}\right)$, under certain conditions. Here is our starting point.

Proposition 5.4.1 Let $\Omega \subset M$ be a connected $U R$ domain. Assume $V>0$ on a set of positive measure in each connected component of $\Omega^{-}=M \backslash \bar{\Omega}$. Then

$$
\begin{equation*}
\frac{1}{2} I+K^{*} \text { is injective on } L^{2}\left(\partial \Omega, d \sigma_{g}\right) \tag{5.4.5}
\end{equation*}
$$

If $V>0$ on a set of positive measure in $\Omega$, then also $-\frac{1}{2} I+K^{*}$ is injective on $L^{2}(\partial \Omega, d \sigma)$, while

$$
\begin{equation*}
V \equiv 0 \text { on } \Omega \Longrightarrow-\frac{1}{2} I+K^{*}: L_{0}^{2}\left(\partial \Omega, d \sigma_{g}\right) \rightarrow L_{0}^{2}\left(\partial \Omega, d \sigma_{g}\right), \text { injectively. } \tag{5.4.6}
\end{equation*}
$$

Here and elsewhere, $L_{0}^{2}\left(\partial \Omega, d \sigma_{g}\right)$ consists of functions in $L^{2}\left(\partial \Omega, d \sigma_{g}\right)$ that integrate to 0 on $\partial \Omega$ with respect to $\sigma_{g}$.

Proof. We have finally assembled all the tools needed to make the standard argument work. Here it is. Assume $f \in L^{2}\left(\partial \Omega, d \sigma_{g}\right)$ is annihilated by $\frac{1}{2} I+K^{*}$, and set

$$
\begin{equation*}
u:=\mathcal{S} f \tag{5.4.7}
\end{equation*}
$$

Then we can apply the Green formula (5.3.25), with $\Omega$ replaced by $\Omega^{-}=M \backslash \bar{\Omega}$, and hence with $-\frac{1}{2} I+K^{*}$ replaced by $\frac{1}{2} I+K^{*}$. We have

$$
\begin{equation*}
\int_{\Omega^{-}}\left(|\nabla u|^{2}+V u^{2}\right) d \mathcal{V}=\int_{\partial \Omega} u\left(\frac{1}{2} I+K^{*}\right) f d \sigma_{g}=0 \tag{5.4.8}
\end{equation*}
$$

Hence $|\nabla u| \equiv 0$ on $\Omega^{-}$, so $u$ is constant on each connected component of $\Omega^{-}$, and the hypothesis on $V$ implies that each such constant must be 0 . Thus $u \equiv 0$ on $M \backslash \bar{\Omega}$. Hence $u$ has zero boundary trace on $\partial \Omega$ from inside $\Omega$, so

$$
\begin{equation*}
\int_{\Omega}\left(|\nabla u|^{2}+V u^{2}\right) d \mathcal{V}=\int_{\partial \Omega} u\left(-\frac{1}{2} I+K^{*}\right) f d \sigma_{g}=0 \tag{5.4.9}
\end{equation*}
$$

Hence $u$ is constant on $\Omega$ and since $u$ does not jump across $\partial \Omega$, because its trace from both sides is $S f$, the constant must be 0 , so $u \equiv 0$ on $M$. Thus, by (5.4.4), ( $\left.\frac{1}{2} I+K^{*}\right) f=0=\left(-\frac{1}{2} I+K^{*}\right) f$, so $f=0$. This proves (5.4.5).

The proof that $-\frac{1}{2} I+K^{*}$ is injective on $L^{2}\left(\partial \Omega, d \sigma_{g}\right)$ if $V>0$ on a set of positive measure in $\Omega$ is the same. As for (5.4.6), given $f \in L_{0}^{2}\left(\partial \Omega, \sigma_{g}\right)$, again define $u$ by (5.4.7). Applying the Green formula to $v=\nabla u$ gives, via (5.3.21),

$$
\begin{equation*}
\int_{\partial \Omega}\left(-\frac{1}{2} I+K^{*}\right) f d \sigma_{g}=\int_{\Omega} \Delta u d \mathcal{V}=0 \tag{5.4.10}
\end{equation*}
$$

so indeed $-\frac{1}{2} I+K^{*}$ maps $L_{0}^{2}\left(\partial \Omega, \sigma_{g}\right)$ to itself. Next, if $f \in L_{0}^{2}\left(\partial \Omega, \sigma_{g}\right)$ is annihilated by $-\frac{1}{2} I+K^{*}$, then (5.4.9) applies, and we deduce that $u$ is constant on $\Omega$; say $u \equiv a$ on $\Omega$. Now we have $\left(\frac{1}{2} I+K^{*}\right) f=f$, so

$$
\begin{align*}
\int_{\Omega^{-}}\left(|\nabla u|^{2}+V u^{2}\right) d \mathcal{V} & =\int_{\partial \Omega} u\left(\frac{1}{2} I+K^{*}\right) f d \sigma_{g} \\
& =a \int_{\partial \Omega} f d \sigma_{g}=0 . \tag{5.4.11}
\end{align*}
$$

This forces $u \equiv 0$ on $\Omega^{-}$. Since $u$ does not jump across $\partial \Omega$, this forces $a=0$, so $u \equiv 0$ on $M$. As before, this forces $f=0$.

Now for the invertibility result.
Proposition 5.4.2 Let $\Omega \subset M$ be a connected, regular SKT domain. Assume as usual that $V \geq 0$ is bounded on $M$, and $V>0$ on a set of positive measure on each connected component of $\Omega^{-}=$ $M \backslash \bar{\Omega}$. Then

$$
\begin{equation*}
\frac{1}{2} I+K, \frac{1}{2} I+K^{*}: L^{p}\left(\partial \Omega, d \sigma_{g}\right) \rightarrow L^{p}\left(\partial \Omega, d \sigma_{g}\right), \text { isomorphically }, \forall p \in(1, \infty) . \tag{5.4.12}
\end{equation*}
$$

If $V>0$ on a set of positive measure in $\Omega$, then $-\frac{1}{2} I+K$ and $-\frac{1}{2}+K^{*}$ are isomorphisms on $L^{p}\left(\partial \Omega, d \sigma_{g}\right)$ for each $p \in(1, \infty)$, while

$$
\begin{equation*}
V \equiv 0 \text { on } \Omega \Longrightarrow-\frac{1}{2} I+K^{*}: L_{0}^{p}\left(\partial \Omega, \sigma_{g}\right) \rightarrow L_{0}^{p}\left(\partial \Omega, \sigma_{g}\right), \text { isomorphically, } \tag{5.4.13}
\end{equation*}
$$

for each $p \in(1, \infty)$.
Proof. In this setting, Proposition 5.4.1 applies, and we also know that $K$ and $K^{*}$ are compact on $L^{p}\left(\partial \Omega, d \sigma_{g}\right)$ for each $p \in(1, \infty)$, so all the operators in (5.4.12) and (5.4.13) are Fredholm of index zero. By Proposition 5.4.1, $\frac{1}{2} I+K^{*}$ is injective on $L^{2}\left(\partial \Omega, d \sigma_{g}\right)$, hence on $L^{p}\left(\partial \Omega, d \sigma_{g}\right)$ for each $p \in[2, \infty)$. Thus $\frac{1}{2} I+K^{*}$ is invertible on $L^{p}\left(\partial \Omega, d \sigma_{g}\right)$ for each $p \in[2, \infty)$, so $\frac{1}{2} I+K$ is invertible on $L^{p}\left(\partial \Omega, d \sigma_{g}\right)$ for each $p \in(1,2]$, hence injective on $L^{p}\left(\partial \Omega, d \sigma_{g}\right)$ for each $p \in(1, \infty)$, and hence invertible on $L^{p}\left(\partial \Omega, d \sigma_{g}\right)$ for each $p \in(1, \infty)$, and we have (5.4.12). Similar arguments yield the rest of Proposition 5.4.2.

### 5.5 The Dirichlet and Neumann problems

We can now apply the results of $\S 5.4$ to the Dirichlet and Neumann problems. We make the standing assumption that $\Omega$ is a connected regular SKT domain in $M$, a compact manifold with a Riemannian metric tensor whose components satisfy the Dini-type condition (5.1.9). We set $L=\Delta-V$ and assume $V \in L^{\infty}(M)$ is $\geq 0$ and that $V>0$ on a set of positive measure on each connected component of $M \backslash \bar{\Omega}$. Since we are studying $L u=0$ on $\Omega$, we can alter $V$ at will off $\Omega$, so there is no loss of generality in making this last assumption. Here is our result.

Theorem 5.5.1 Given $p \in(1, \infty)$, take

$$
\begin{equation*}
f, g \in L^{p}\left(\partial \Omega, d \sigma_{g}\right) \tag{5.5.1}
\end{equation*}
$$

Then the Dirichlet problem

$$
\begin{equation*}
L u=0 \text { on } \Omega,\left.\quad u\right|_{\partial \Omega}=f \tag{5.5.2}
\end{equation*}
$$

has a unique solution $u \in C^{1}(\Omega)$ satisfying

$$
\begin{equation*}
\|\mathcal{N} u\|_{L^{p}\left(\partial \Omega, d \sigma_{g}\right)} \leq C\|f\|_{L^{p}\left(\partial \Omega, d \sigma_{g}\right)} . \tag{5.5.3}
\end{equation*}
$$

If $V>0$ on a set of positive measure on $\Omega$, the Neumann problem

$$
\begin{equation*}
L u=0 \text { on } \Omega,\left.\quad \partial_{\nu} u\right|_{\partial \Omega}=g \tag{5.5.4}
\end{equation*}
$$

has a unique solution $u \in C^{1}(\Omega)$ satisfying

$$
\begin{equation*}
\|\mathcal{N} \nabla u\|_{L^{p}\left(\partial \Omega, d \sigma_{g}\right)} \leq C\|g\|_{L^{p}\left(\partial \Omega, d \sigma_{g}\right)} . \tag{5.5.5}
\end{equation*}
$$

If $V \equiv 0$ on $\Omega$, then, provided $g \in L_{0}^{p}\left(\partial \Omega, \sigma_{g}\right)$, (5.5.4) has a solution satisfying (5.5.5), unique up to an additive constant.

Proof. For existence in (5.5.2), we take

$$
\begin{equation*}
u=\mathcal{D}\left(\frac{1}{2} I+K\right)^{-1} f \tag{5.5.6}
\end{equation*}
$$

and for existence in (5.5.4) we take

$$
\begin{equation*}
u=\mathcal{S}\left(-\frac{1}{2} I+K^{*}\right)^{-1} g \tag{5.5.7}
\end{equation*}
$$

The respective properties (5.5.3) and (5.5.5) then follow from the results of $\S 5.1$.
As for uniqueness, the argument given in $\S 7.1$ applies here with only minor modifications, so to avoid redundancy we refer the reader to $\S 7.1$.

### 5.6 Extensions to $\varepsilon$-regular SKT domains

We extend the results of $\S 5.2$ and $\S \S 5.4-5.5$ from the setting of regular SKT domains to the setting of $\varepsilon$-regular SKT domains. Take $M$ to be a compact manifold, with a Riemannian metric tensor $g$, satisfying a Dini-type condition as in $\S 5.1$. Take $L=\Delta-V$ and $K$ as before. The following replaces Theorem 5.2.1.

Proposition 5.6.1 Let $\Omega \subset M$ be a domain, satisfying a two-sided John condition, with Ahlfors regular boundary. Fix $p \in(1, \infty)$. For each $\delta>0$, the following holds. Let $G(\Omega)$ denote the geometrical characteristics of $\Omega$ (consisting in this case of the Ahlfors regularity, UR, and John constants, measured with respect to some coordinate chart). There exists $\varepsilon=\varepsilon(G(\Omega), M, g, p, \delta)>0$ such that

$$
\begin{equation*}
\Omega \text { is an } \varepsilon \text {-regular SKT domain } \Longrightarrow \operatorname{dist}\left(K, \operatorname{Cp}\left(L^{p}\left(\partial \Omega, d \sigma_{g}\right)\right)<\delta .\right. \tag{5.6.1}
\end{equation*}
$$

Proof. As in the proof of Theorem 5.2.1, $K=K^{\#}+K_{1}+K_{2}$ where, by Proposition 5.1.1, $K_{1}$ and $K_{2}$ are compact. Furthermore, $K^{\#}=T M$ as in (5.2.9), and Theorem 4.5.4 applies to $T$, to yield (5.6.1).

The injectivity results of Proposition 5.4.1 remain at our disposal. We can now extend Proposition 5.4.2.

Proposition 5.6.2 Let $\Omega \subset M$ be as in Proposition 5.6.1 and assume also that $\Omega$ is connected. Assume $V>0$ on a set of positive measure on each connected component of $\Omega^{-}=M \backslash \bar{\Omega}$. Take $q \in(1,2]$. Assume (cf. notation from Proposition 5.6.1)

$$
\begin{equation*}
\varepsilon^{\prime} \leq \inf _{q \leq p \leq q^{\prime}} \varepsilon\left(G(\Omega), M, g, p, \frac{1}{2}\right) \tag{5.6.2}
\end{equation*}
$$

and that $\Omega$ is an $\varepsilon^{\prime}$-regular SKT domain. Then, for each $p \in\left[q, q^{\prime}\right]$,

$$
\begin{equation*}
\frac{1}{2} I+K: L^{p}\left(\partial \Omega, d \sigma_{g}\right) \rightarrow L^{p}\left(\partial \Omega, d \sigma_{g}\right), \quad \frac{1}{2} I+K^{*}: L^{p}\left(\partial \Omega, d \sigma_{g}\right) \rightarrow L^{p}\left(\partial \Omega, d \sigma_{g}\right) \tag{5.6.3}
\end{equation*}
$$

isomorphically. If $V>0$ on a set of positive measure in $\Omega$, then $-\frac{1}{2} I+K$ and $-\frac{1}{2} I+K^{*}$ are isomorphisms on $L^{p}\left(\partial \Omega, d \sigma_{g}\right)$, while

$$
\begin{equation*}
V \equiv 0 \text { on } \Omega \Longrightarrow-\frac{1}{2} I+K^{*}: L_{0}^{p}\left(\partial \Omega, d \sigma_{g}\right) \rightarrow L_{0}^{p}\left(\partial \Omega, d \sigma_{g}\right), \text { isomorphically. } \tag{5.6.4}
\end{equation*}
$$

Proof. The hypotheses yield

$$
\begin{equation*}
\operatorname{dist}\left(K, \operatorname{Cp}\left(L^{p}(\partial \Omega), d \sigma_{g}\right)\right)<\frac{1}{2} \tag{5.6.5}
\end{equation*}
$$

Hence the operators $\pm \frac{1}{2} I+K$ and $\pm \frac{1}{2} I+K^{*}$ are Fredholm on $L^{p}\left(\partial \Omega, d \sigma_{g}\right)$, of index zero. The arguments used in Proposition 5.4.2 finish the proof, except that now we work on $p \in\left[q, q^{\prime}\right]$ rather than $p \in(1, \infty)$.

From here, we can extend Theorem 5.5.1, as follows.

Theorem 5.6.3 Take $\Omega$ as in Proposition 5.6.2, $q \in(1,2], p \in\left[q, q^{\prime}\right]$, and $\varepsilon$ as in (5.6.2). Take $f, g \in L^{p}\left(\partial \Omega, d \sigma_{g}\right)$. Then the Dirichlet problem (5.5.2) has a unique solution $u \in C^{1}(\Omega)$ satisfying (5.5.3). If $V>0$ on a set of positive measure on $\Omega$, the Neumann problem (5.5.4) has a unique solution $u \in C^{1}(\Omega)$ satisfying (5.5.5). If $V \equiv 0$ on $\Omega$, then, provided $g \in L_{0}^{p}\left(\partial \Omega, d \sigma_{g}\right)$, (5.5.4) has a solution satisfying (5.5.5), unique up to an additive constant.

Proof. We can appeal to Proposition 5.6.2 to write solutions in the form (5.5.6) and (5.5.7). Uniqueness again follows from arguments that will be given in $\S 7$.

## 6 Second order elliptic systems on regular SKT domains: set-up

In this section we apply the methods of $\S \S 2-4$ to a variety of second order elliptic systems: the Lamé system of linear elasticity, the Stokes system for steady fluid flows, and the Maxwell system for time-harmonic electromagnetic fields. We also consider various boundary problems for the scalar Laplace operator, complementing and supplementing results of $\S 5$. Unlike in $\S 5$, we restrict attention to constant-coefficient equations in Euclidean space in this section.

Section 6.1 is devoted to a more detailed description of the various boundary problems to be studied for the Lamé system, Stokes system, and Maxwell system, and the various layer potential operators that arise to solve these boundary problems. Some of these layer potentials conform to the form (4.5.3), yielding compactness for regular SKT domains and small norm modulo compacts for $\varepsilon$-regular SKT domains, and some do not; further techniques will be brought to bear on these.

Section 6.2 derives compactness results on $L^{p}$-Sobolev spaces $L_{1}^{p}(\partial \Omega, d \sigma)$, for regular SKT domains, which complement our compactness results on $L^{p}(\partial \Omega, d \sigma)$. In addition, there are Fredholm results on $L_{1}^{p}(\partial \Omega, d \sigma)$, obtained when $\operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma))$ is small.

Section 6.3 studies the invertibility of various double layer potential operators. When they have the form $\lambda I+K$ with $K$ either compact or of norm modulo compacts $<|\lambda|$, the crux is to establish injectivity, and separate techniques are involved in the various cases. This yields results for regular SKT domains, of the form that $\lambda I+K$ is invertible on $L^{p}(\partial \Omega, d \sigma)$ for each $p \in(1, \infty)$. For the more general class of $\varepsilon$-regular SKT domains, we obtain invertibility for a range of $p$, depending on how small $\varepsilon$ is.

Section 6.4 studies the invertibility of single layer potentials, typically from $L^{p}(\partial \Omega, d \sigma) \rightarrow$ $L_{1}^{p}(\partial \Omega, d \sigma)$ or $L_{-1}^{p}(\partial \Omega, d \sigma) \rightarrow L^{p}(\partial \Omega, d \sigma)$, or some variant. Section 6.5 studies the invertibility of the magnetostatic layer potential. This is a double layer potential, but the invertibility results have a significantly different flavor from those of $\S 6.3$.

### 6.1 Examples

To illustrate the scope of the analysis pertaining to operators of the form (4.5.2)-(4.5.3), which was carried out in $\S 4.5$, here we shall discuss in detail three examples, namely integral operators arising in the study of linear elasticity, in the study of the Stokes system for hydrostatics, and in the study of the time-harmonic Maxwell system.

Our first example comes from linear elasticity problems on domains in $\mathbb{R}^{n+1}$. Specifically, let

$$
\begin{equation*}
\mu>0 \quad \text { and } \quad \lambda>-\frac{2 \mu}{n+1} \tag{6.1.1}
\end{equation*}
$$

and, for a fixed, arbitrary parameter $r \in \mathbb{R}$, set (using the standard $\delta$-Kronecker formalism)

$$
\begin{equation*}
a_{j k}^{\alpha \beta}(r):=\mu \delta_{j k} \delta_{\alpha \beta}+(\mu+\lambda-r) \delta_{j \alpha} \delta_{k \beta}+r \delta_{j \beta} \delta_{k \alpha} . \tag{6.1.2}
\end{equation*}
$$

Then for any vector field $\vec{u}=\left(u_{\alpha}\right)_{1 \leq \alpha \leq n+1}$ and any $\alpha=1, \ldots, n+1$ we have (using the repeated index summation convention)

$$
\begin{equation*}
\partial_{j}\left(a_{j k}^{\alpha \beta}(r) \partial_{k} u_{\beta}\right)=\mu \Delta u_{\alpha}+(\mu+\lambda) \partial_{\alpha}(\operatorname{div} \vec{u}), \tag{6.1.3}
\end{equation*}
$$

i.e., the $\alpha$-component of the Lamé operator $\mu \Delta+(\mu+\lambda) \nabla$ div acting on $\vec{u}$. The conormal derivative associated with the above choice of coefficients in the writing of the Lamé operator is then given by

$$
\begin{equation*}
\partial_{\nu}^{r} \vec{u}:=\left(\nu_{j} a_{j k}^{\alpha \beta}(r) \partial_{k} u_{\beta}\right)_{\alpha}=\left.\left[\mu(\nabla \vec{u})^{\top}+r(\nabla \vec{u})\right]\right|_{\partial \Omega} \nu+\left.(\mu+\lambda-r)(\operatorname{div} \vec{u})\right|_{\partial \Omega} \nu, \tag{6.1.4}
\end{equation*}
$$

where the superscript $T$ denotes transposition.
The approach to solving the Dirichlet problem

$$
\left\{\begin{array}{l}
\mu \Delta \vec{u}+(\mu+\lambda) \nabla \operatorname{div} \vec{u}=0 \text { in } \Omega  \tag{6.1.5}\\
\left.\vec{u}\right|_{\partial \Omega}=\vec{f} \in\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1} \\
\mathcal{N}(\vec{u}) \in L^{p}(\partial \Omega, d \sigma)
\end{array}\right.
$$

via the method of boundary integral operators proceeds as follows. Recall that $\omega_{n}$ denotes the surface measure of the unit sphere in $\mathbb{R}^{n+1}$, and let $E(X)=\left(E_{j k}(X)\right)_{1 \leq j, k \leq n+1}$ be the standard fundamental solution for the Lamé system, defined at each $X=\left(x_{j}\right)_{j} \in \mathbb{R}^{n+1} \backslash\{0\}$ by

$$
E_{j k}(X):=\left\{\begin{array}{l}
\frac{-1}{2 \mu(2 \mu+\lambda) \omega_{n}}\left[\frac{3 \mu+\lambda}{n-1} \frac{\delta_{j k}}{|X|^{n-1}}+\frac{(\mu+\lambda) x_{j} x_{k}}{|X|^{n+1}}\right], \quad \text { if } n \geq 2  \tag{6.1.6}\\
\frac{1}{2 \pi \mu(2 \mu+\lambda)}\left[(3 \mu+\lambda) \delta_{j k} \log |X|-\frac{(\mu+\lambda) x_{j} x_{k}}{|X|^{2}}\right], \quad \text { if } n=1
\end{array}\right.
$$

See, e.g., [71] and (9.2) in Chapter 9 of [70]. Assuming that $-\mu \leq r \leq \mu$, we then define the elastic double layer potential operator $\mathcal{D}_{r}$ by setting

$$
\begin{equation*}
\mathcal{D}_{r} \vec{g}(X):=\int_{\partial \Omega}\left[\partial_{\nu(Y)}^{r} E(Y-X)\right]^{\top} \vec{g}(Y) d \sigma(Y), \quad X \in \Omega, \tag{6.1.7}
\end{equation*}
$$

for each $\vec{g} \in\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1}$. Assuming that the domain $\Omega$ is reasonable, we seek a solution to (6.1.5) in the form $\vec{u}=\mathcal{D}_{r} \vec{g}$ for a suitable $\vec{g} \in\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1}$, in which case it is useful to know that

$$
\begin{equation*}
\left.\mathcal{D}_{r} \vec{g}\right|_{\partial \Omega}=\left(\frac{1}{2} I+K_{r}\right) \vec{g}, \tag{6.1.8}
\end{equation*}
$$

where $I$ denotes the identity operator, and

$$
\begin{equation*}
K_{r} \vec{g}(X):=\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\|X-Y|>\varepsilon}}\left[\partial_{\nu(Y)}^{r} E(Y-X)\right]^{\top} \vec{g}(Y) d \sigma(Y), \quad X \in \partial \Omega \tag{6.1.9}
\end{equation*}
$$

Explicitly, the integral kernel of the operator (6.1.9) is a $(n+1) \times(n+1)$ matrix whose $(j, k)$ entry is given by

$$
\begin{align*}
-L_{1}(r) \frac{\delta_{j k}}{\omega_{n}} \frac{\langle X-Y, \nu(Y)\rangle}{|X-Y|^{n+1}} & -\left(1-L_{1}(r)\right) \frac{n+1}{\omega_{n}} \frac{\langle X-Y, \nu(Y)\rangle\left(x_{j}-y_{j}\right)\left(x_{k}-y_{k}\right)}{|X-Y|^{n+3}} \\
& -L_{2}(r) \frac{1}{\omega_{n}} \frac{\left(x_{j}-y_{j}\right) \nu_{k}(Y)-\left(x_{k}-y_{k}\right) \nu_{j}(Y)}{|X-Y|^{n+1}} \tag{6.1.10}
\end{align*}
$$

where

$$
\begin{equation*}
L_{1}(r):=\frac{\mu(3 \mu+\lambda)-r(\mu+\lambda)}{2 \mu(2 \mu+\lambda)}, \quad L_{2}(r):=\frac{\mu(\mu+\lambda)-r(3 \mu+\lambda)}{2 \mu(2 \mu+\lambda)} . \tag{6.1.11}
\end{equation*}
$$

It is here that the usefulness of making a judicious choice for the parameter $r$ is most apparent. Specifically, for

$$
\begin{equation*}
r:=\frac{\mu(\mu+\lambda)}{3 \mu+\lambda} \tag{6.1.12}
\end{equation*}
$$

we have $L_{2}(r)=0$ and, hence, the last term in (6.1.10) drops out. Consequently, the operator (6.1.10) corresponding to the choice (6.1.12), referred to in the literature as the pseudo-stress elastic double layer (cf., e.g., [70]), takes the form (4.5.3). We shall denote this operator by $K_{\psi}$.

Another particular conormal derivative which has received a lot of attention is the so-called traction which corresponds to (6.1.4) written for $r=\mu$, i.e.,

$$
\begin{equation*}
\partial_{\nu}^{\mu} \vec{u}=\left.\mu\left[\nabla \vec{u}+\nabla \vec{u}^{\top}\right]\right|_{\partial \Omega} \nu+\left.\lambda(\operatorname{div} \vec{u})\right|_{\partial \Omega} \nu . \tag{6.1.13}
\end{equation*}
$$

The operator (6.1.9)-(6.1.10) written for $r=\mu$ is called the traction elastic double layer and is denoted by $K_{\text {trac }}$. As is apparent from (6.1.10), $K_{\text {trac }}$ fails to be of the form (4.5.3).

Our second example pertains to the Stokes system of hydrostatics. In this case, for a given, sufficiently nice domain $\Omega \subset \mathbb{R}^{n+1}$ and $1<p<\infty$, the Dirichlet problem for the velocity field $\vec{u}$ and the scalar pressure $\pi$ reads

$$
\left\{\begin{array}{l}
\Delta \vec{u}-\nabla \pi=0 \text { in } \Omega  \tag{6.1.14}\\
\operatorname{div} \vec{u}=0 \text { in } \Omega \\
\left.\vec{u}\right|_{\partial \Omega}=\vec{f} \in L_{\nu}^{p}(\partial \Omega, d \sigma) \\
\mathcal{N}(\vec{u}) \in L^{p}(\partial \Omega, d \sigma)
\end{array}\right.
$$

where, for each $1<p<\infty$, we have set

$$
\begin{equation*}
L_{\nu}^{p}(\partial \Omega, d \sigma):=\left\{\vec{f} \in\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1}: \int_{\partial \Omega}\langle\nu, \vec{f}\rangle d \sigma=0\right\} . \tag{6.1.15}
\end{equation*}
$$

In order to implement the method of layer potentials for this problem, for each fixed parameter $\gamma \in \mathbb{R}$, consider the coefficients

$$
\begin{equation*}
a_{j k}^{\alpha \beta}(\gamma):=\delta_{j k} \delta_{\alpha \beta}+\gamma \delta_{j \beta} \delta_{k \alpha}, \tag{6.1.16}
\end{equation*}
$$

and note that for every $\alpha=1, \ldots, n+1$,

$$
\begin{equation*}
\partial_{j}\left(a_{j k}^{\alpha \beta}(\gamma) \partial_{k} u_{\beta}\right)=\Delta u_{\alpha}+\gamma \partial_{\alpha}(\operatorname{div} \vec{u}) . \tag{6.1.17}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\operatorname{div} \vec{u}=0 \Longrightarrow \partial_{j}\left(a_{j k}^{\alpha \beta}(\gamma) \partial_{k} u_{\beta}\right)=(\Delta \vec{u})_{\alpha}, \quad \alpha=1, \ldots, n+1 \tag{6.1.18}
\end{equation*}
$$

For an arbitrary, given pair $(\vec{u}, \pi)$, where $\vec{u}$ is a divergence-free field and $\pi$ is a scalar function, define the conormal derivative associated with (6.1.16), (6.1.17) by

$$
\begin{equation*}
\partial_{\nu}^{\gamma}(\vec{u}, \pi):=\left.\left[(\nabla \vec{u})^{\top}+\gamma(\nabla \vec{u})\right]\right|_{\partial \Omega} \nu-\left.\pi\right|_{\partial \Omega} \nu . \tag{6.1.19}
\end{equation*}
$$

Going further, let $E(X)=\left(E_{j k}(X)\right)_{1 \leq j, k \leq n+1}$ be the canonical matrix-valued fundamental solution for the Stokes system, where

$$
E_{j k}(X):=\left\{\begin{array}{l}
-\frac{1}{2 \omega_{n}}\left(\frac{1}{n-1} \frac{\delta_{j k}}{|X|^{n-1}}+\frac{x_{j} x_{k}}{|X|^{n+1}}\right), \text { if } n \geq 2,  \tag{6.1.20}\\
-\frac{1}{4 \pi}\left(\delta_{j k} \log |X|+\frac{x_{j} x_{k}}{|X|^{2}}\right), \text { if } n=1,
\end{array} \quad X=\left(x_{j}\right)_{j} \in \mathbb{R}^{n+1} \backslash\{0\},( \}\right.
$$

and the corresponding pressure vector

$$
\begin{equation*}
\vec{q}(X):=-\frac{1}{\omega_{n}} \frac{X}{|X|^{n+1}}, \quad X \in \mathbb{R}^{n+1} \backslash\{0\} . \tag{6.1.21}
\end{equation*}
$$

For each $X \in \mathbb{R}^{n+1} \backslash\{0\}$, these functions satisfy

$$
\begin{align*}
& \partial_{k} E_{j k}(X)=0 \text { for } 1 \leq j \leq n+1 \text { and } \partial_{j} E_{j k}(X)=0 \text { for } 1 \leq k \leq n+1,  \tag{6.1.22}\\
& \Delta E_{j k}(X)=\Delta E_{k j}(X)=\partial_{k} q_{j}(X)=\partial_{j} q_{k}(X) \text { for } 1 \leq j, k \leq n+1 . \tag{6.1.23}
\end{align*}
$$

Now, assume that $-1<\gamma \leq 1$ and, for each $\vec{g} \in L_{\nu}^{p}(\partial \Omega, d \sigma)$ define the hydrostatic double layer potential operator $\mathcal{D}_{\gamma}$ by

$$
\begin{equation*}
\mathcal{D}_{\gamma} \vec{g}(X):=\int_{\partial \Omega}\left[\partial_{\nu(Y)}^{\gamma}(E, \vec{q})(Y-X)\right]^{\top} \vec{g}(Y) d \sigma(Y), \quad X \in \Omega \tag{6.1.24}
\end{equation*}
$$

where, in this context, $\partial_{\nu(Y)}^{\gamma}$ is applied to each pair consisting of the $j$-th column in $E(Y-X)$ and the $j$-th component of $\vec{q}(Y-X)$, i.e.

$$
\begin{equation*}
\left(\partial_{\nu}^{\gamma}(E, \vec{q})\right)_{j k}=\nu_{\alpha} \partial_{\alpha} E_{k j}+\gamma \nu_{\alpha} \partial_{k} E_{\alpha j}-q_{j} \nu_{k} . \tag{6.1.25}
\end{equation*}
$$

Let us also define the corresponding potential for the pressure by setting

$$
\begin{equation*}
\mathcal{P} \vec{g}(X):=\int_{\partial \Omega}\left\langle\partial_{\nu(Y)} \vec{q}(Y-X), \vec{g}(Y)\right\rangle d \sigma(Y), \quad X \in \Omega, \tag{6.1.26}
\end{equation*}
$$

where the normal derivative is applied component-wise. We seek a solution for (6.1.14) in the form $\vec{u}=\mathcal{D}_{\gamma} \vec{g}, \pi=\mathcal{P} \vec{g}$, for a suitable $\vec{g} \in L_{\nu}^{p}(\partial \Omega, d \sigma)$. It is then of interest to know that

$$
\begin{equation*}
\left.\mathcal{D}_{\gamma} \vec{g}\right|_{\partial \Omega}=\left(\frac{1}{2} I+K_{\gamma}\right) \vec{g}, \tag{6.1.27}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{\gamma} \vec{g}(X):=\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\|X-Y|>\varepsilon}}\left[\partial_{\nu(Y)}^{\gamma}(E, \vec{q})(Y-X)\right]^{\top} \vec{g}(Y) d \sigma(Y), \quad X \in \partial \Omega . \tag{6.1.28}
\end{equation*}
$$

The integral kernel of the operator (6.1.28) is a $(n+1) \times(n+1)$ matrix whose $(j, k)$ entry is

$$
\begin{align*}
-(1-\gamma) \frac{\delta_{j k}}{\omega_{n}} \frac{\langle X-Y, \nu(Y)\rangle}{|X-Y|^{n+1}} & -(1+\gamma) \frac{n+1}{\omega_{n}} \frac{\langle X-Y, \nu(Y)\rangle\left(x_{j}-y_{j}\right)\left(x_{k}-y_{k}\right)}{|X-Y|^{n+3}} \\
& -(1-\gamma) \frac{1}{\omega_{n}} \frac{\left(x_{j}-y_{j}\right) \nu_{k}(Y)-\left(x_{k}-y_{k}\right) \nu_{j}(Y)}{|X-Y|^{n+1}} \tag{6.1.29}
\end{align*}
$$

For $\gamma=1$, in which case the operator (6.1.28) is known as the slip hydrostatic double layer (cf., e.g., [71]), the last term in (6.1.29) vanishes. Thus, for this particular choice of the parameter $\gamma$, the operator (6.1.28) becomes of the type (4.5.3).

Our last example concerns the time-harmonic Maxwell's equations with wave number $k \in \mathbb{C}$, $\operatorname{Im} k \geq 0$, in a domain $\Omega \subset \mathbb{R}^{3}$ :

$$
\begin{equation*}
\operatorname{curl} \vec{E}+i k \vec{H}=0 \quad \text { and } \quad \operatorname{curl} \vec{H}-i k \vec{E}=0 \quad \text { in } \Omega, \quad \nu \times\left.\vec{E}\right|_{\partial \Omega}=\vec{f} \text { on } \partial \Omega \tag{6.1.30}
\end{equation*}
$$

Eliminating $\vec{H}$ then leads us to considering

$$
\left\{\begin{array}{l}
\left(\Delta+k^{2}\right) \vec{E}=0 \text { in } \Omega  \tag{6.1.31}\\
\operatorname{div} \vec{E}=0 \text { in } \Omega \\
\mathcal{N}(\vec{E}) \in L^{p}(\partial \Omega, d \sigma) \\
\nu \times\left.\vec{E}\right|_{\partial \Omega}=\vec{f} \in L_{\tan }^{p}(\partial \Omega, d \sigma),
\end{array}\right.
$$

where $1<p<\infty$ and

$$
\left.L_{\mathrm{tan}}^{p}(\partial \Omega, d \sigma):=\left\{\vec{f}=\left(f_{1}, f_{2}, f_{3}\right): f_{j} \in L^{p}(\partial \Omega, d \sigma), j=1,2,3 \text { and }\langle\nu, \vec{f}\rangle=0 \text { a.e. on } \partial \Omega\right\} 6.1 .32\right)
$$

stands for the space of vector fields which are tangential to $\partial \Omega$, with $p$-th power integrable components. In this setting, the method of layer potentials consists of looking for a solution $\vec{E}$ for (6.1.31) in the form

$$
\begin{equation*}
\vec{E}(X):=\operatorname{curl} \int_{\partial \Omega} \Phi_{k}(X-Y) \vec{g}(Y) d \sigma(Y), \quad X \in \Omega, \tag{6.1.33}
\end{equation*}
$$

where $\vec{g} \in L_{\mathrm{tan}}^{p}(\partial \Omega, d \sigma)$ is yet to be determined and $\Phi_{k}$ is the canonical radial fundamental solution for the Helmholtz operator $\Delta+k^{2}$ in $\mathbb{R}^{3}$, i.e.

$$
\begin{equation*}
\Phi_{k}(X):=-\frac{e^{\sqrt{-1} k|X|}}{4 \pi|X|}, \quad X \in \mathbb{R}^{3} \backslash\{0\} . \tag{6.1.34}
\end{equation*}
$$

In particular, $\Phi_{0}(X)=-\frac{1}{4 \pi|X|}$ is the usual fundamental solution for the Laplacian in $\mathbb{R}^{3}$. Then, if $\Omega$ is sufficiently nice, we have the following trace formula

$$
\begin{equation*}
\nu \times\left.\vec{E}\right|_{\partial \Omega}=\left(-\frac{1}{2} I+M_{k}\right) \vec{g}, \tag{6.1.35}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{k} \vec{g}(X):=\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\|X-Y|>\varepsilon}} \nu(X) \times \operatorname{curl}_{X}\left\{\Phi_{k}(X-Y) \vec{g}(Y)\right\} d \sigma(Y), \quad X \in \partial \Omega, \tag{6.1.36}
\end{equation*}
$$

is the so-called magneto-static layer potential (cf., e.g., [24]). The elementary algebraic identity

$$
\begin{equation*}
\vec{a} \times(\vec{b} \times \vec{c})=-\langle\vec{a}, \vec{b}\rangle \vec{c}+\langle\vec{a}, \vec{c}\rangle \vec{b}, \quad \forall \vec{a}, \vec{b}, \vec{c} \in \mathbb{R}^{3}, \tag{6.1.37}
\end{equation*}
$$

plus the fact that $\langle\nu(Y), \vec{g}(Y)\rangle=0$ for a.e. $Y \in \partial \Omega$, allow us to express the integrand in $M_{k} \vec{g}(X)$ in the form

$$
\begin{align*}
\nu(X) \times\left(\left(\nabla \Phi_{k}\right)(X-Y) \times \vec{g}(Y)\right)= & -\partial_{\nu(X)} \Phi_{k}(X-Y) \vec{g}(Y) \\
& +\langle\nu(X)-\nu(Y), \vec{g}(Y)\rangle\left(\nabla \Phi_{k}\right)(X-Y), \\
=: & k_{1}(X, Y) \vec{g}(Y)+k_{2}(X, Y) \vec{g}(Y) . \tag{6.1.38}
\end{align*}
$$

Now, $k_{1}(X, Y)$ can be decomposed further as

$$
\begin{equation*}
k_{1}(X, Y)=-\partial_{\nu(X)} \Phi_{0}(X-Y)+\partial_{\nu(X)}\left[\Phi_{0}(X-Y)-\Phi_{k}(X-Y)\right] \tag{6.1.39}
\end{equation*}
$$

where the first term in the right hand-side of (6.1.39) is of the type (4.5.3) (in fact, up to a sign, this is the kernel of the adjoint harmonic double layer), and the second one is a bounded function on $\partial \Omega \times \partial \Omega$, thus giving rise to a compact operator on $L^{p}(\partial \Omega, d \sigma)$. Finally, $k_{2}(X, Y) \vec{g}(Y)$ can be written as

$$
\begin{align*}
k_{2}(X, Y) \vec{g}(Y)= & \langle\nu(X)-\nu(Y), \vec{g}(Y)\rangle\left(\nabla \Phi_{0}\right)(X-Y) \\
& +\langle\nu(X)-\nu(Y), \vec{g}(Y)\rangle\left[\left(\nabla \Phi_{0}\right)(X-Y)-\left(\nabla \Phi_{k}\right)(X-Y)\right] \tag{6.1.40}
\end{align*}
$$

where the structure of the first term is that of a commutator between a nice singular integral and the operator of multiplication by $\nu$, whereas the expression in the brackets is a bounded function on $\partial \Omega \times \partial \Omega$, hence once again giving rise to a compact operator on $L^{p}(\partial \Omega, d \sigma)$. In particular, for this first term in the right hand-side of (6.1.40) the homogeneous space version of the commutator theorem of Coifman-Rochberg-Weiss applies (see Theorem 2.4.2 and Theorem 2.4.5).

### 6.2 Compactness of layer potential operators on Sobolev spaces

Consider a differential operator $L$ as in (3.6.20)-(3.6.21) and, as before, let $E=\left(E_{\beta \gamma}\right)_{\beta, \gamma}$ be a fundamental solution for $L$ in $\mathbb{R}^{n+1}$ which decays at infinity. Given a bounded domain $\Omega \subset \mathbb{R}^{n+1}$, of finite perimeter, whose boundary is Ahlfors regular and satisfies (2.3.1), introduce the double layer potential operator and its boundary version as in (3.6.24), (3.3.3).

The goal is to study the compactness of $K$ on the Sobolev space $L_{1}^{p}(\partial \Omega, d \sigma)$, for $1<p<\infty$. In the case of the harmonic double layer potential such a compactness result was established for bounded $C^{1}$ domains in [37], via methods which make essential use of the local graph structure of the boundary of the domain in question. Of course, the domains we consider in this paper typically lack this key feature, so a new approach is required. We nonetheless have:

Theorem 6.2.1 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is a bounded regular $S K T$ domain, and let $L, E, K$ be defined as before. Furthermore, assume that the double layer operator $K$ has the form (4.5.3). Then the operator $K$ is compact on $L_{1}^{p}(\partial \Omega, d \sigma)$ for every $p \in(1, \infty)$.

As a preamble, we first record the following jump formula.
Lemma 6.2.2 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is a bounded UR domain, and let $L$, $E$, be defined as before. Recall the single layer from (3.6.22) and, for each multi-indices $\alpha$, $\beta$, set

$$
\begin{equation*}
\mathcal{S}_{\alpha \beta} g(X):=\int_{\partial \Omega} E_{\alpha \beta}(X-Y) g(Y) d \sigma(Y), \quad X \in \mathbb{R}^{n+1} \backslash \partial \Omega . \tag{6.2.1}
\end{equation*}
$$

Also, consider

$$
\begin{equation*}
B:=\left[\left(a_{j k}^{\alpha \beta} \nu_{j} \nu_{k}\right)_{\alpha, \beta}\right]^{-1}, \quad B=\left(b_{\alpha \beta}\right)_{\alpha, \beta} . \tag{6.2.2}
\end{equation*}
$$

Then for every $r \in\{1, \ldots, n+1\}$

$$
\begin{equation*}
\left.\partial_{r} \mathcal{S}_{\alpha \beta} g\right|_{\partial \Omega_{ \pm}}(X)=\mp \frac{1}{2} \nu_{r}(X) b_{\alpha \beta} g(X)+\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\|X-Y|>\varepsilon}}\left(\partial_{r} E_{\alpha \beta}\right)(X-Y) g(Y) d \sigma(Y), \tag{6.2.3}
\end{equation*}
$$

at a.e. $X \in \partial \Omega$, whenever $g \in L^{p}(\partial \Omega, d \sigma), 1<p<\infty$.
Proof. This is a direct consequence of Theorem 3.5.2.
We are ready to present the
Proof of Theorem 6.2.1. Recall (6.2.1). By relying on (3.6.43), we may then further transform formula (3.6.31) into

$$
\begin{align*}
\partial_{j}(\mathcal{D} f)_{\gamma}(X)= & \int_{\partial \Omega} \nu_{j}(Y) a_{r s}^{\beta \alpha}\left(\partial_{r} E_{\gamma \beta}\right)(X-Y)\left(\nabla_{\tan } f_{\alpha}\right)_{s}(Y) d \sigma(Y) \\
& -\int_{\partial \Omega} \nu_{s}(Y) a_{r s}^{\beta \alpha}\left(\partial_{r} E_{\gamma \beta}\right)(X-Y)\left(\nabla_{\tan } f_{\alpha}\right)_{j}(Y) d \sigma(Y) . \\
= & a_{r s}^{\beta \alpha} \partial_{r} \mathcal{S}_{\gamma \beta}\left(\nu_{j}\left(\nabla_{\tan } f_{\alpha}\right)_{s}\right)(X)+\left(\mathcal{D}\left(\left(\nabla_{\tan } f\right)^{j}\right)\right)_{\gamma}(X), \tag{6.2.4}
\end{align*}
$$

where $\left(\nabla_{\tan } f\right)^{j}$ is a vector whose component of order $\alpha$ is $\left(\nabla_{\tan } f_{\alpha}\right)_{j}$. As a consequence of Lemma 3.6.1, (6.2.4) and jump relations, we then have

$$
\begin{align*}
& \partial_{\tau_{j k}}(K f)_{\gamma}(X)=\partial_{\tau_{j k}}\left(\frac{1}{2} f+K f\right)_{\gamma}(X)-\frac{1}{2} \partial_{\tau_{j k}} f_{\gamma}(X) \\
& =\left.\nu_{j}\left(\partial_{k} \mathcal{D} f\right)_{\gamma}\right|_{\partial \Omega}(X)-\left.\nu_{k}\left(\partial_{j} \mathcal{D} f\right)_{\gamma}\right|_{\partial \Omega}(X)-\frac{1}{2} \partial_{\tau_{j k}} f_{\gamma}(X) \\
& =\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}} \nu_{j}(X) \nu_{k}(Y) a_{r s}^{\beta \alpha}\left(\partial_{r} E_{\gamma \beta}\right)(X-Y)\left(\nabla_{\tan } f_{\alpha}\right)_{s}(Y) d \sigma(Y) \\
& +\nu_{j}(X)\left(K\left(\nabla_{\tan } f\right)^{k}\right)_{\gamma}(X) \\
& +\frac{1}{2} \nu_{j}(X)\left(\nabla_{\tan } f_{\gamma}\right)_{k}(X)-\frac{1}{2} \nu_{j}(X) \nu_{k}(X) \nu_{r}(X) a_{r s}^{\beta \alpha} b_{\gamma \beta}\left(\nabla_{\tan } f_{\alpha}\right)_{s}(X) \\
& -\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}} \nu_{k}(X) \nu_{j}(Y) a_{r s}^{\beta \alpha}\left(\partial_{r} E_{\gamma \beta}\right)(X-Y)\left(\nabla_{\tan } f_{\alpha}\right)_{s}(Y) d \sigma(Y) \\
& -\nu_{k}(X)\left(K\left(\nabla_{\tan } f\right)^{j}\right)_{\gamma}(X) \\
& -\frac{1}{2} \nu_{j}(X)\left(\nabla_{\tan } f_{\gamma}\right)_{k}(X)+\frac{1}{2} \nu_{j}(X) \nu_{k}(X) \nu_{r}(X) a_{r s}^{\beta \alpha} b_{\gamma \beta}\left(\nabla_{\tan } f_{\alpha}\right)_{s}(X) \\
& -\frac{1}{2} \partial_{\tau_{j k}} f_{\gamma}(X) \\
& =-\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}} \nu_{k}(X) \nu_{j}(Y) a_{r s}^{\beta \alpha}\left(\partial_{r} E_{\gamma \beta}\right)(X-Y)\left(\nabla_{\tan } f_{\alpha}\right)_{s}(Y) d \sigma(Y) \\
& +\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}} \nu_{j}(X) \nu_{k}(Y) a_{r s}^{\beta \alpha}\left(\partial_{r} E_{\gamma \beta}\right)(X-Y)\left(\nabla_{\tan } f_{\alpha}\right)_{s}(Y) d \sigma(Y) \\
& +\left(\left[K, M_{\nu_{k}}\right]\left(\nabla_{\tan } f\right)^{j}\right)_{\gamma}(X)-\left(\left[K, M_{\nu_{j}}\right]\left(\nabla_{\tan } f\right)^{k}\right)_{\gamma}(X) \\
& +\left(K\left(\nu_{j}\left(\nabla_{\tan } f\right)^{k}-\nu_{k}\left(\nabla_{\tan } f\right)^{j}\right)\right)_{\gamma}(X), \tag{6.2.5}
\end{align*}
$$

where, generally speaking, $[A, B]:=A B-B A$ and $M_{h}$ is the operator of multiplication by the function $h$. Note that the terms in the 5 th, 6 th and 8 th line above cancel. Also, by (3.6.43), in the last line of $(6.2 .5)$ we may write $\nu_{j}\left(\nabla_{\tan } f\right)^{k}-\nu_{k}\left(\nabla_{\tan } f\right)^{j}=\partial_{\tau_{j k}} f$. Thus, if $\nabla_{\tan } f$ is regarded as a matrix-valued function whose $(\alpha, s)$ entry is the $s$-th component of $\nabla_{\tan } f_{\alpha}$, then the above identity can be summarized as

$$
\begin{equation*}
\partial_{\tau_{j k}}(K f)=K\left(\partial_{\tau_{j k}} f\right)+T_{j k}\left(\nabla_{\tan } f\right) \tag{6.2.6}
\end{equation*}
$$

where, if $g=\left(g_{\alpha s}\right)_{\alpha, s}$ is an arbitrary matrix valued function with components in $L^{p}(\partial \Omega, d \sigma)$,

$$
\begin{align*}
\left(T_{j k} g\right)_{\gamma}(X):= & -\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}}\left[\nu_{k}(X)-\nu_{k}(Y)\right] \nu_{j}(Y) a_{r s}^{\beta \alpha}\left(\partial_{r} E_{\gamma \beta}\right)(X-Y) g_{\alpha s}(Y) d \sigma(Y) \\
& +\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}}\left[\nu_{j}(X)-\nu_{j}(Y)\right] \nu_{k}(Y) a_{r s}^{\beta \alpha}\left(\partial_{r} E_{\gamma \beta}\right)(X-Y) g_{\alpha s}(Y) d \sigma(Y) \\
& +\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}}\left[\nu_{k}(Y)-\nu_{k}(X)\right] \nu_{s}(Y) a_{r s}^{\beta \alpha}\left(\partial_{r} E_{\gamma \beta}\right)(X-Y) g_{\alpha j}(Y) d \sigma(Y) \\
& -\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}}\left[\nu_{j}(Y)-\nu_{j}(X)\right] \nu_{s}(Y) a_{r s}^{\beta \alpha}\left(\partial_{r} E_{\gamma \beta}\right)(X-Y) g_{\alpha k}(Y) d \sigma(Y) \tag{6.2.7}
\end{align*}
$$

for every index $\gamma$ and $\sigma$-a.e. point $X \in \partial \Omega$. Upon noticing that, by Theorem 2.4.5, $T_{j k}$ is a compact operator on $L^{p}(\partial \Omega, d \sigma)$, the desired conclusion now follows from (6.2.6) and Theorem 4.5.1.

Compared to the case of Lebesgue spaces, for Sobolev spaces it is not clear whether $\nu$ close to $\operatorname{VMO}(\partial \Omega, d \sigma)$ implies that $K$ is close to $\operatorname{Cp}\left(L_{1}^{p}(\partial \Omega, d \sigma)\right)$. Nonetheless, the following holds.

Theorem 6.2.3 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is an open set satisfying a two-sided local John condition and such that $\partial \Omega$ is Ahlfors regular and compact. Let $L, E, K$ be defined as before and suppose that the double layer operator $K$ has the form (4.5.3). Also, fix $p \in(1, \infty)$ and $\lambda \in \mathbb{R} \backslash\{0\}$. Then there exists a small $\delta>0$, depending only on $L, n, p, \lambda$ and the geometry of $\Omega$, with the property that

$$
\begin{equation*}
\operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma))<\delta \Longrightarrow \lambda I+K \text { is Fredholm with index zero on } L_{1}^{p}(\partial \Omega, d \sigma), \tag{6.2.8}
\end{equation*}
$$

where the distance is measured in $\operatorname{BMO}(\partial \Omega, d \sigma)$.
Proof. Fix $\lambda \in \mathbb{R}$ with $\lambda \neq 0$ along with $p \in(1, \infty)$. From Theorem 4.5 .1 we know that there exists $\delta>0$ such that

$$
\begin{align*}
& \operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma))<\delta \Longrightarrow K=K_{0}+K_{1} \\
& \text { with }\left\|K_{0}\right\|_{\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma)\right)}<|\lambda| / 2 \text { and } K_{1} \in \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma)\right) . \tag{6.2.9}
\end{align*}
$$

In particular, $\left\|\left(\lambda I+K_{0}\right)^{-1}\right\|_{\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma)\right)}<2 /|\lambda|$ which further entails

$$
\begin{equation*}
|\lambda|\|f\|_{L^{p}(\partial \Omega, d \sigma)} \leq 2\|(\lambda I+K) f\|_{L^{p}(\partial \Omega, d \sigma)}+2\left\|K_{1} f\right\|_{L^{p}(\partial \Omega, d \sigma)}, \quad \forall f \in L^{p}(\partial \Omega, d \sigma) . \tag{6.2.10}
\end{equation*}
$$

Next, introduce $T:=\left(T_{j k}\right)_{1 \leq j, k \leq n+1}$, where $T_{j k}: L^{p}(\partial \Omega, d \sigma) \rightarrow L^{p}(\partial \Omega, d \sigma)$ is defined in (6.2.7). For each such operator, Theorem 2.4.5 ensures that there exists $K_{j k} \in \operatorname{Cp}\left(L^{p}(\partial \Omega, d \sigma)\right)$ with the property that

$$
\begin{equation*}
\left\|T_{j k}-K_{j k}\right\|_{\mathcal{L}\left(L^{p}(\partial \Omega, d \sigma)\right)} \leq C \operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma)), \tag{6.2.11}
\end{equation*}
$$

where $C$ depends only on $\Omega, L, p$ and $n$. Also, the identity (6.2.6) gives

$$
\begin{equation*}
\partial_{\tau_{j k}}[(\lambda I+K) f]=(\lambda I+K)\left(\partial_{\tau_{j k}} f\right)+T_{j k}\left(\nabla_{\tan } f\right), \quad \forall f \in L^{p}(\partial \Omega, d \sigma) . \tag{6.2.12}
\end{equation*}
$$

Set $K_{2}:=\left(K_{j k}\right)_{1 \leq j, k \leq n+1}$. Together, (6.2.10) and (6.2.12) then prove that

$$
\begin{equation*}
\|f\|_{L_{1}^{p}(\partial \Omega, d \sigma)} \leq C\|(\lambda I+K) f\|_{L_{1}^{p}(\partial \Omega, d \sigma)}+\left\|K_{2}\left(\nabla_{\tan } f\right)\right\|_{L^{p}(\partial \Omega, d \sigma)}, \quad \forall f \in L_{1}^{p}(\partial \Omega, d \sigma), \tag{6.2.13}
\end{equation*}
$$

where $C=C(\Omega, L, \lambda, n, p)>0$, granted that dist $(\nu, \operatorname{VMO}(\partial \Omega, d \sigma))<\delta$, with $\delta>0$ sufficiently small. The fact that $\lambda I+K$ is bounded from below, modulo compact operators, on $L_{1}^{p}(\partial \Omega, d \sigma)$ can then be used, in conjunction with the homotopic invariance of the index, to show that in fact $\lambda I+K$ is Fredholm with index zero on $L_{1}^{p}(\partial \Omega, d \sigma)$.

Our next result can be viewed as a quantitative version of Theorem 6.2.3.
Proposition 6.2.4 Retain the same hypotheses as in Theorem 6.2.3. Then for every $\varepsilon>0$ there exist a small $\delta>0$ and a large $N \in \mathbb{N}$ such that

$$
\begin{equation*}
\operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma))<\delta \Longrightarrow\left[\operatorname{dist}\left(K^{m}, \operatorname{Cp}\left(L_{1}^{p}(\partial \Omega, d \sigma)\right)\right)\right]^{1 / m}<\varepsilon \tag{6.2.14}
\end{equation*}
$$

for each $m \in \mathbb{N}$ satisfying $m \geq N$ (above, $K^{m}$ denotes the $m$-fold composition of $K$ with itself).
Proof. The same type of argument as in the proof of Theorem 6.2 .3 shows that for every $\varepsilon>0$ there exists $\delta>0$ with the property that the essential spectrum of $K$ on $L_{1}^{p}(\partial \Omega, d \sigma)$ (i.e., the set of complex numbers $\lambda$ for which $\lambda I-K$ is not Fredholm) is included in $B(0, \varepsilon)$ if dist $(\nu, \mathrm{VMO}(\partial \Omega, d \sigma))<$ $\delta$. As is well-known, the essential spectrum of an operator $T$ acting on a Banach space $\mathcal{X}$ is just the ordinary spectrum of $[T]$, the class of $T$ in the Calkin Algebra $\mathcal{L}(\mathcal{X}) / \mathrm{Cp}(\mathcal{X})$. Then the the spectral radius formula gives

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \sqrt[m]{\left\|[K]^{m}\right\|_{\mathcal{L}\left(L_{1}^{p}(\partial \Omega, d \sigma)\right) / \operatorname{Cp}\left(L_{1}^{p}(\partial \Omega, d \sigma)\right)}}<\varepsilon \tag{6.2.15}
\end{equation*}
$$

from which the desired conclusion follows.
Let us now turn our attention to the double layers associated with the Stokes system (cf. the discussion in §6.1). First, from (6.1.24)-(6.1.25), for each $\gamma \in \mathbb{R}, j \in\{1, \ldots, n+1\}$ and $\vec{g} \in$ $\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1}, 1<p<\infty$, we have

$$
\begin{align*}
\left(\mathcal{D}_{\gamma} \vec{g}\right)_{j}(X)=\int_{\partial \Omega} & \left(\nu_{\alpha}(Y)\left(\partial_{\alpha} E_{j k}\right)(X-Y)+\gamma \nu_{\alpha}(Y)\left(\partial_{j} E_{\alpha k}\right)(X-Y)\right. \\
& \left.-\nu_{j}(Y) q_{k}(X-Y)\right) g_{k}(Y) d \sigma(Y), \quad X \in \mathbb{R}^{n+1} \backslash \partial \Omega . \tag{6.2.16}
\end{align*}
$$

Then for each $\vec{g} \in\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1}, 1<p<\infty, r, j \in\{1, \ldots, n+1\}$, and $X \in \Omega$ we may write

$$
\begin{gather*}
\partial_{r}\left(\mathcal{D}_{\gamma} \vec{g}\right)_{j}(X)=\int_{\partial \Omega}\left(\nu_{\alpha}(Y)\left(\partial_{r} \partial_{\alpha} E_{j k}\right)(X-Y)+\gamma \nu_{\alpha}(Y)\left(\partial_{r} \partial_{j} E_{\alpha k}\right)(X-Y)\right. \\
\left.\quad-\nu_{j}(Y)\left(\partial_{r} q_{k}\right)(X-Y)\right) g_{k}(Y) d \sigma(Y) \\
=\int_{\partial \Omega}\left(-\partial_{\tau_{\alpha r}(Y)}\left[\left(\partial_{\alpha} E_{j k}\right)(X-Y)\right]-\gamma \partial_{\tau_{\alpha r}(Y)}\left[\left(\partial_{j} E_{\alpha k}\right)(X-Y)\right]\right. \\
\left.+\partial_{\tau_{j r}(Y)}\left[q_{k}(X-Y)\right]\right) g_{k}(Y) d \sigma(Y) \\
+\int_{\partial \Omega}\left(\nu_{r}(Y)\left(\Delta E_{j k}\right)(X-Y)+\gamma \nu_{r}(Y)\left(\partial_{j} \partial_{\alpha} E_{\alpha k}\right)(X-Y)\right. \\
=\int_{\partial \Omega}\left(-\partial_{\tau_{\alpha r}(Y)}\left[\left(\partial_{\alpha} E_{j k}\right)(X-Y)\right]-\gamma \partial_{\tau_{\alpha r}(Y)}\left[\left(\partial_{j} E_{\alpha k}\right)(X-Y)\right) g_{k}(Y) d \sigma(Y)\right. \\
\left.\quad+\partial_{\tau_{j r}(Y)}\left[q_{k}(X-Y)\right]\right) g_{k}(Y) d \sigma(Y)
\end{gather*}
$$

where we have used the fact that, by (6.1.22)-(6.1.23), the integrands in the 5 -th and 6 -th lines of (6.2.17) vanish. By further integrating by parts (cf. (3.6.4) the tangential derivatives in (6.2.17) we arrive at the identity

$$
\begin{align*}
\partial_{r}\left(\mathcal{D}_{\gamma} \vec{g}\right)_{j}(X)=\int_{\partial \Omega}\{ & {\left[\left(\partial_{\alpha} E_{j k}\right)(X-Y)+\gamma\left(\partial_{j} E_{\alpha k}\right)(X-Y)\right]\left(\partial_{\tau_{\alpha r}} g_{k}\right)(Y) } \\
& \left.+q_{k}(X-Y)\left(\partial_{\tau_{r j}} g_{k}\right)(Y)\right\} d \sigma(Y) \tag{6.2.18}
\end{align*}
$$

Proposition 6.2.5 Let $\Omega \subset \mathbb{R}^{n+1}$ be a bounded UR domain. Also, recall the hydrostatic double layer potential operator (6.1.24) and the pressure potential (6.1.26). Then for every $\gamma \in \mathbb{R}$ and $p \in(1, \infty)$, there exists a finite constant $C=C(\Omega, \gamma, p)>0$ such that

$$
\begin{equation*}
\left.\left\|\mathcal{N}\left(\nabla \mathcal{D}_{\gamma} \vec{g}\right)\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|\vec{g}\|_{\left[L_{1}^{p}(\partial \Omega, d \sigma)\right.}\right]^{n+1}, \tag{6.2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\|\mathcal{N}(\mathcal{P} \vec{g})\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|\vec{g}\|_{\left[L_{1}^{p}(\partial \Omega, d \sigma)\right.}\right]^{n+1} \tag{6.2.20}
\end{equation*}
$$

for every $\vec{g} \in\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1}$.
Furthermore, for each $\vec{g} \in\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1}$, the nontangential boundary traces $\left.\mathcal{P} \vec{g}\right|_{\partial \Omega},\left.\partial_{j} \mathcal{D} \vec{g}\right|_{\partial \Omega}$, $1 \leq j \leq n+1$, exist at $\sigma$-a.e. point on $\partial \Omega$.
Proof. The estimate (6.2.19) and the well-definiteness of $\left.\partial_{j} \mathcal{D} \vec{g}\right|_{\partial \Omega}, 1 \leq j \leq n+1$, are consequences of the identity (6.2.18) and Theorem 3.5.2. The same type of reasoning applies to (6.2.20) once we notice that, if $E$ is as in (3.3.24),

$$
\begin{align*}
\mathcal{P} \vec{g}(X) & =\int_{\partial \Omega} \nu_{j}(Y)\left(\partial_{j} \partial_{k} E\right)(X-Y) g_{k}(Y) d \sigma(Y) \\
& =\int_{\partial \Omega} \partial_{\tau_{k j}}(Y)\left[\left(\partial_{j} E\right)(X-Y)\right] g_{k}(Y) d \sigma(Y) \\
& =\int_{\partial \Omega}\left(\partial_{j} E\right)(X-Y)\left(\partial_{\tau_{j k}} g_{k}\right)(Y) d \sigma(Y) \tag{6.2.21}
\end{align*}
$$

for each $\vec{g} \in\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1}$ and each $X \in \Omega$.
Corollary 6.2.6 Let $\Omega \subset \mathbb{R}^{n+1}$ be a bounded UR domain, and recall the principal value hydrostatic double layer potential operator $K_{\gamma}$ from (6.1.28). Then

$$
\begin{equation*}
K_{\gamma}:\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1} \longrightarrow\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1} \tag{6.2.22}
\end{equation*}
$$

is well-defined and bounded each $\gamma \in \mathbb{R}$ and $p \in(1, \infty)$.
Proof. This is an immediate consequence of Proposition 6.2.5, Lemma 3.6.1 and Theorem 3.5.2.
Theorem 6.2.7 Let $\Omega \subset \mathbb{R}^{n+1}$ be a bounded regular SKT domain, and let $K_{\text {slip }}$ be slip hydrostatic double layer defined as in (6.1.28) for $\gamma=1$. Then

$$
\begin{equation*}
K_{\text {slip }}:\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1} \longrightarrow\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1} \tag{6.2.23}
\end{equation*}
$$

is compact for every $p \in(1, \infty)$.
Proof. To begin with, for each $\gamma \in \mathbb{R}$, we may use (3.6.43) to further transform (6.2.18) into

$$
\begin{align*}
\partial_{r}\left(\mathcal{D}_{\gamma} \vec{g}\right)_{j}(X)= & \int_{\partial \Omega}\left\{\left[\left(\partial_{\alpha} E_{j k}\right)(X-Y)+\gamma\left(\partial_{j} E_{\alpha k}\right)(X-Y)\right]\right. \\
& \times\left[\nu_{\alpha}(Y)\left(\nabla_{\tan } g_{k}\right)_{r}(Y)-\nu_{r}(Y)\left(\nabla_{\tan } g_{k}\right)_{\alpha}(Y)\right] \\
& \left.+q_{k}(X-Y)\left[\nu_{r}(Y)\left(\nabla_{\tan } g_{k}\right)_{j}(Y)-\nu_{j}(Y)\left(\nabla_{\tan } g_{k}\right)_{r}(Y)\right]\right\} d \sigma(Y) \\
= & \left(\mathcal{D}_{\gamma}\left(\nabla_{\tan } \vec{g}\right)^{r}\right)_{j}(X) \\
& +\int_{\partial \Omega} \nu_{r}(Y)\left[\left(\partial_{\alpha} E_{j k}\right)(X-Y)+\gamma\left(\partial_{j} E_{\alpha k}\right)(X-Y)\right]\left(\nabla_{\tan } g_{k}\right)_{\alpha}(Y) d \sigma(Y) \\
& +\int_{\partial \Omega} \nu_{r}(Y) q_{k}(X-Y)\left(\nabla_{\tan } g_{k}\right)_{j}(Y) d \sigma(Y) \tag{6.2.24}
\end{align*}
$$

where $\left(\nabla_{\tan } \vec{g}\right)^{r}$ is the vector whose component of order $k$ is $\left(\nabla_{\tan } g_{k}\right)_{r}$. By relying on Lemma 3.6.1, (6.2.24) and Theorem 3.5.2, for any $r, s, j \in\{1, \ldots, n+1\}$ we may then write

$$
\begin{align*}
& \partial_{\tau_{r s}}\left(K_{\gamma} \vec{g}\right)_{j}(X)=\partial_{\tau_{r s}}\left(\frac{1}{2} \vec{g}+K_{\gamma} \vec{g}\right)_{j}(X)-\frac{1}{2} \partial_{\tau_{r s}} g_{j}(X) \\
& =\left.\nu_{r}\left(\partial_{s} \mathcal{D}_{\gamma} \vec{g}\right)_{j}\right|_{\partial \Omega}(X)-\left.\nu_{s}\left(\partial_{r} \mathcal{D}_{\gamma} \vec{g}\right)_{j}\right|_{\partial \Omega}(X)-\frac{1}{2} \partial_{\tau_{r s}} g_{j}(X) \\
& =\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}}\left[\nu_{r}(Y) \nu_{s}(X)-\nu_{s}(Y) \nu_{r}(X)\right] \\
& \times\left[\left(\partial_{\alpha} E_{j k}\right)(X-Y)+\gamma\left(\partial_{j} E_{\alpha k}\right)(X-Y)\right]\left(\nabla_{\tan } g_{k}\right)_{\alpha}(Y) d \sigma(Y) \\
& +\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}}\left[\nu_{r}(X) \nu_{s}(Y)-\nu_{s}(X) \nu_{r}(Y)\right] q_{k}(X-Y)\left(\nabla_{\tan } g_{k}\right)_{j}(Y) d \sigma(Y) \\
& +\nu_{r}(X)\left(K_{\gamma}\left(\left(\nabla_{\tan } \vec{g}\right)^{s}\right)\right)_{j}(X)-\nu_{s}(X)\left(K_{\gamma}\left(\left(\nabla_{\tan } \vec{g}\right)^{r}\right)\right)_{j}(X) \\
& =\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}}\left[\nu_{r}(Y) \nu_{s}(X)-\nu_{s}(Y) \nu_{r}(X)\right] \\
& \times\left[\left(\partial_{\alpha} E_{j k}\right)(X-Y)+\gamma\left(\partial_{j} E_{\alpha k}\right)(X-Y)\right]\left(\nabla_{\tan } g_{k}\right)_{\alpha}(Y) d \sigma(Y) \\
& +\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}}\left[\nu_{r}(X) \nu_{s}(Y)-\nu_{s}(X) \nu_{r}(Y)\right] q_{k}(X-Y)\left(\nabla_{\tan } g_{k}\right)_{j}(Y) d \sigma(Y) \\
& +\nu_{r}(X)\left(K_{\gamma}\left(\nabla_{\tan } \vec{g}\right)^{s}\right)_{j}(X)-\nu_{s}(X)\left(K_{\gamma}\left(\nabla_{\tan } \vec{g}\right)^{r}\right)_{j}(X), \tag{6.2.25}
\end{align*}
$$

where we regard $\nabla_{\tan } \vec{g}$ as a matrix-valued function whose $(j, k)$ entry is the $k$-th component of the vector $\nabla_{\tan } g_{j}$. The last line in (6.2.25) can be further transformed into

$$
\begin{align*}
& \left(K_{\gamma}\left(\nu_{r}\left(\nabla_{\tan } \vec{g}\right)^{s}-\nu_{s}\left(\nabla_{\tan } \vec{g}\right)^{r}\right)\right)_{j}(X) \\
& \quad \quad-\left(\left[K_{\gamma}, M_{\nu_{r}}\right]\left(\nabla_{\tan } \vec{g}\right)^{r}\right)_{j}(X)+\left(\left[K_{\gamma}, M_{\nu_{s}}\right]\left(\nabla_{\tan } \vec{g}\right)^{s}\right)_{j}(X) \\
& \quad=\left(K_{\gamma}\left(\partial_{\tau_{r s}} \vec{g}\right)\right)_{j}(X)-\left(\left[K_{\gamma}, M_{\nu_{r}}\right]\left(\nabla_{\tan } \vec{g}\right)^{r}\right)_{j}(X) \\
& \quad+\left(\left[K_{\gamma}, M_{\nu_{s}}\right]\left(\nabla_{\tan } \vec{g}\right)^{s}\right)_{j}(X) \tag{6.2.26}
\end{align*}
$$

since, by (3.6.43), we have $\nu_{r}\left(\nabla_{\tan } \vec{g}\right)^{s}-\nu_{s}\left(\nabla_{\tan } \vec{g}\right)^{r}=\partial_{\tau_{r s}} \vec{g}$. Thus, altogether, the identity (6.2.25) can be summarized in the form

$$
\begin{equation*}
\partial_{\tau_{r s}}\left(K_{\gamma} \vec{g}\right)=K_{\gamma}\left(\partial_{\tau_{r s}} \vec{g}\right)+R_{\gamma}^{r s}\left(\nabla_{\tan } \vec{g}\right), \tag{6.2.27}
\end{equation*}
$$

where, for $f=\left(f_{\alpha \beta}\right)_{\alpha, \beta}$, we have set

$$
\begin{align*}
\left(R_{\gamma}^{r s}\right)_{j} f(X):= & \lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}}\left[\left(\nu_{r}(Y)-\nu_{r}(X)\right) \nu_{s}(X)-\left(\nu_{s}(Y)-\nu_{s}(X)\right) \nu_{r}(X)\right] \\
& \times\left[\left(\partial_{\alpha} E_{j k}\right)(X-Y)+\gamma\left(\partial_{j} E_{\alpha k}\right)(X-Y)\right] f_{k \alpha}(Y) d \sigma(Y) \\
& +\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\
|X-Y|>\varepsilon}}\left[\left(\nu_{r}(X)-\nu_{r}(Y)\right) \nu_{s}(Y)-\left(\nu_{s}(X)-\nu_{s}(Y)\right) \nu_{r}(Y)\right] \\
& \times q_{k}(X-Y) f_{k j}(Y) d \sigma(Y)  \tag{6.2.28}\\
& -\left(\left[K_{\gamma}, M_{\nu_{r}}\right]\left(f_{\alpha r}\right)_{1 \leq \alpha \leq n+1}\right)_{j}(X)+\left(\left[K_{\gamma}, M_{\nu_{s}}\right]\left(f_{\alpha s}\right)_{1 \leq \alpha \leq n+1}\right)_{j}(X)
\end{align*}
$$

With (6.2.27) in hand, the fact that the operator (6.2.23) is compact follows from Theorem 4.5.1, and the observation that, due the commutator structure of the operators $R_{\gamma}^{r s}$ in (6.2.28), Theorem 2.4.5 shows that these are compact on $L^{p}(\partial \Omega, d \sigma)$, for each $\gamma \in \mathbb{R}$ and $1<p<\infty$.

Theorem 6.2.8 Suppose that $\Omega \subset \mathbb{R}^{n+1}$ is a domain satisfying a two-sided local John condition and whose boundary is Ahlfors regular and compact. Also, fix $p \in(1, \infty)$ and $\lambda \in \mathbb{R} \backslash\{0\}$. Then there exists a small $\delta>0$, depending only on $L, n, p, \lambda$ and the geometry of $\Omega$, with the property that

$$
\left.\begin{array}{c}
\operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma))<\delta  \tag{6.2.29}\\
\text { and } 1-\delta<\gamma \leq 1
\end{array}\right\} \Longrightarrow \begin{aligned}
& \lambda I+K_{\gamma} \text { is Fredholm with } \\
& \text { index zero on } L_{1}^{p}(\partial \Omega, d \sigma),
\end{aligned}
$$

where, as usual, the distance is measured in $\operatorname{BMO}(\partial \Omega, d \sigma)$.
Proof. This is justified much as in the proof of Theorem 6.2.3, with the help of (6.2.27).

### 6.3 The invertibility of boundary double layer potentials

One important consequence of Theorem 2.3.1 is the fact that Green's formula continues to hold for functions representable in the form of layer potentials. To state this in a proper form, assume that $L$ is a constant (real) coefficient, second order operator as in (3.6.20), for which Legendre-Hadamard condition (3.6.21) holds. As before, denote by $E \in C^{\infty}\left(\mathbb{R}^{n+1} \backslash\{0\}\right)$ a (matrix-valued) fundamental solution for $L$ which is even and homogeneous of degree $-(n-1)$. Let us also set

$$
\begin{equation*}
A:=\left(a_{r s}^{\alpha \beta}\right)_{\alpha, \beta, r, s} \tag{6.3.1}
\end{equation*}
$$

and introduce

$$
\begin{equation*}
\langle A \xi, \zeta\rangle:=a_{r s}^{\alpha \beta} \xi_{r}^{\alpha} \zeta_{s}^{\beta}, \quad \forall \xi:=\left(\xi_{r}^{\alpha}\right)_{\alpha, r}, \forall \zeta:=\left(\zeta_{s}^{\beta}\right)_{\beta, s} . \tag{6.3.2}
\end{equation*}
$$

In particular, $\langle A \nabla u, \nabla v\rangle=a_{r s}^{\alpha \beta} \partial_{r} u_{\alpha} \partial_{s} v_{\beta}$. We shall then call $A$ symmetric if $\langle A \xi, \zeta\rangle=\langle A \zeta, \xi\rangle$ for every $\xi$, $\zeta$, i.e., if

$$
\begin{equation*}
a_{r s}^{\alpha \beta}=a_{s r}^{\beta \alpha}, \quad \forall \alpha, \beta, r, s \tag{6.3.3}
\end{equation*}
$$

Moreover, call $A$ semi-positive definite if

$$
\begin{equation*}
\langle A \xi, \xi\rangle \geq 0 \quad \forall \xi \tag{6.3.4}
\end{equation*}
$$

and positive definite if

$$
\begin{equation*}
\langle A \xi, \xi\rangle \geq \kappa|\xi|^{2} \quad \forall \xi \tag{6.3.5}
\end{equation*}
$$

for some $\kappa>0$. Finally, given a UR domain $\Omega \subset \mathbb{R}^{n+1}$ with outward unit normal $\nu$, call

$$
\begin{equation*}
\left(\partial_{\nu}^{A} u\right)_{\alpha}:=\nu_{r} a_{r s}^{\alpha \beta} \partial_{s} u_{\beta} \tag{6.3.6}
\end{equation*}
$$

the conormal derivative associated with the writing of the operator $L$ as in (3.6.20). Recall next the single and double layers, as well as their boundary versions from (3.6.22), and (3.6.24)-(3.6.25). Also, denote by $K^{*}$ the adjoint of $K$ and recall the convention (3.6.26).

Proposition 6.3.1 In the above context,

$$
\begin{equation*}
\left.\partial_{\nu}^{A} \mathcal{S} f\right|_{\partial \Omega_{ \pm}}=\left(\mp \frac{1}{2} I+K^{*}\right) f \tag{6.3.7}
\end{equation*}
$$

for each $f \in L^{p}(\partial \Omega, d \sigma), p \in(1, \infty)$.
Proof. This is a consequence of (6.2.3) and (6.3.6).
Proposition 6.3.2 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is a bounded UR domain. As usual, set $\sigma:=\mathcal{H}^{n}\lfloor\partial \Omega$ and denote by $\nu$ the (measure theoretic) outward unit normal to $\partial \Omega$. Let $L, E, \mathcal{S}, S, K, K^{*}$ be as above. Next, let $f$ be an arbitrary vector-valued function (with components) in $L^{2}(\partial \Omega, d \sigma)$ and consider

$$
\begin{equation*}
u^{ \pm}(X):=\mathcal{S} f(X), \quad X \in \Omega_{ \pm} \tag{6.3.8}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{\Omega_{+}}\left\langle A \nabla u^{+}, \nabla u^{+}\right\rangle d X=\int_{\partial \Omega}\left\langle S f,\left(-\frac{1}{2} I+K^{*}\right) f\right\rangle d \sigma \tag{6.3.9}
\end{equation*}
$$

and, if either $\int_{\partial \Omega} f d \sigma=0$ or $n \geq 2$,

$$
\begin{equation*}
\int_{\Omega_{-}}\left\langle A \nabla u^{-}, \nabla u^{-}\right\rangle d X=\int_{\partial \Omega}\left\langle S f,\left(-\frac{1}{2} I-K^{*}\right) f\right\rangle d \sigma \tag{6.3.10}
\end{equation*}
$$

Proof. Consider the vector field

$$
\begin{equation*}
v:=\left(u_{\alpha}^{+} a_{r s}^{\alpha \beta} \partial_{s} u_{\beta}^{+}\right)_{1 \leq r \leq n+1} \in C^{0}(\Omega) \tag{6.3.11}
\end{equation*}
$$

which, thanks to Theorem 3.4.2, Proposition 3.2.3 Corollary 4.3.11, and our hypotheses, satisfies the conditions listed in (2.3.3). Theorem 2.3.1 applied to $v$ gives

$$
\begin{equation*}
\int_{\Omega}\left\langle A \nabla u^{+}, \nabla u^{+}\right\rangle d X=\int_{\partial \Omega} u_{\alpha}^{+}(X) \nu_{r}(X) a_{r s}^{\alpha \beta} \partial_{s} u_{\beta}^{+}(X) d \sigma(X) \tag{6.3.12}
\end{equation*}
$$

Then (6.3.9) follows from this and the jump-relations (3.6.27), (6.3.7). Formula (6.3.10) when $n \geq 2$ is proved in a similar manner by working in the domain $B_{R} \backslash \bar{\Omega}$, where $B_{R}$ is the ball centered at the origin and having a sufficiently large radius $R$, then passing to the limit $R \rightarrow \infty$. Given that the outward unit normal for $\Omega_{-}$is $-\nu$ and that, from (6.3.8),

$$
\begin{equation*}
\left|u^{-}(X)\right|+|X|\left|\nabla u^{-}(X)\right|=O\left(|X|^{1-n}\right) \text { as } \quad|X| \rightarrow \infty \tag{6.3.13}
\end{equation*}
$$

the desired conclusion follows. In the case when $n=2$ and $\int_{\partial \Omega} f d \sigma=0$, the proof follows the same pattern since, this time, we have the improved decay condition

$$
\begin{equation*}
\left|u^{-}(X)\right|+|X|\left|\nabla u^{-}(X)\right|=O\left(|X|^{-n}\right) \text { as }|X| \rightarrow \infty \tag{6.3.14}
\end{equation*}
$$

in place of (6.3.13).
Let $W_{l o c}^{1, p}\left(\mathbb{R}^{n+1}\right), p \in(1, \infty)$, denote the local version of the usual scale of $L^{p}$-based Sobolev spaces of order one in $\mathbb{R}^{n+1}$.

Proposition 6.3.3 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is a UR domain. Then for every $p \in(1, \infty)$, the operator

$$
\begin{equation*}
\mathcal{S}: L^{p}(\partial \Omega, d \sigma) \longrightarrow W_{l o c}^{1, p(n+1) / n}\left(\mathbb{R}^{n+1}\right) \tag{6.3.15}
\end{equation*}
$$

is well-defined and bounded.
Proof. This follows from Proposition 3.2.7, Theorem 2.3.1, and the fact that the single layer 'does not jump' across $\partial \Omega$ (cf. (3.6.27)) which gives that, in the distributional sense, $\left.\left[\partial_{j}(\mathcal{S} f)\right]\right|_{\Omega_{ \pm}}=u_{j}^{ \pm}$ for each $f \in L^{p}(\partial \Omega, d \sigma)$ and $1 \leq j \leq n+1$, where $u_{j}^{ \pm}(X):=\left(\partial_{j} \mathcal{S} f\right)(X)$ for $X \in \Omega_{ \pm}$.

To state our next result, define

$$
\begin{equation*}
L_{0}^{p}(\partial \Omega, d \sigma):=\left\{f \in L^{p}(\partial \Omega, d \sigma): \int_{\partial \Omega} f d \sigma=0\right\}, \quad 1<p<\infty \tag{6.3.16}
\end{equation*}
$$

Proposition 6.3.4 Retain the same notation and hypotheses as in Proposition 6.3.2 and, in addition, assume that the coefficient tensor $A$ (introduced in (6.3.1)) is semi-positive definite. Then the operator $\lambda I+K^{*}$ is injective on $L^{2}(\partial \Omega, d \sigma)$ for any $\lambda \in \mathbb{R} \backslash\left[-\frac{1}{2}, \frac{1}{2}\right]$. On the other hand, assuming that $A$ is positive definite, it follows that $\frac{1}{2} I+K^{*}$ is injective on $L^{2}(\partial \Omega, d \sigma)$ if $\mathbb{R}^{n+1} \backslash \bar{\Omega}$ is connected, and that $-\frac{1}{2} I+K^{*}$ is injective on $L_{0}^{2}(\partial \Omega, d \sigma)$ when $\Omega$ is connected, and on $L^{2}(\partial \Omega, d \sigma)$ when $\Omega$ is connected and $n \geq 2$.

Proof. Let $\lambda \in \mathbb{R} \backslash\left[-\frac{1}{2}, \frac{1}{2}\right]$ and $f \in L^{2}(\partial \Omega, d \sigma)$ be such that $\left(\lambda I+K^{*}\right) f=0$. Based on this and Green's formula we may then write

$$
\begin{equation*}
\int_{\partial \Omega} f d \sigma=-\frac{2}{1+2 \lambda} \int_{\partial \Omega}\left(-\frac{1}{2} I+K^{*}\right) f d \sigma=-\frac{2}{1+2 \lambda} \int_{\partial \Omega} \partial_{\nu}^{A} \mathcal{S} f d \sigma=0 \tag{6.3.17}
\end{equation*}
$$

which shows that $f \in L_{0}^{2}(\partial \Omega, d \sigma)$. Thus, if $u^{ \pm}:=\mathcal{S} f$ in $\Omega_{ \pm}$it follows that (6.3.14) holds. Also, if we set

$$
u:= \begin{cases}u^{+} & \text {in } \Omega_{+},  \tag{6.3.18}\\ u^{-} & \text {in } \Omega_{-},\end{cases}
$$

then from Proposition 6.3 .3 we may deduce that for all $\varepsilon>0$

$$
\begin{equation*}
u \in W_{l o c}^{1,2(n+1) / n-\varepsilon}\left(\mathbb{R}^{n+1}\right) \tag{6.3.19}
\end{equation*}
$$

On the other hand, our current hypotheses and Proposition 6.3.2, allow us to write

$$
\begin{align*}
0 & =\int_{\partial \Omega}\left\langle\left(\lambda I+K^{*}\right) f, S f\right\rangle d \sigma \\
& =\int_{\partial \Omega}\left\langle\left(-\lambda+\frac{1}{2}\right)\left(-\frac{1}{2} I+K^{*}\right) f+\left(\lambda+\frac{1}{2}\right)\left(\frac{1}{2} I+K^{*}\right) f, S f\right\rangle d \sigma \\
& =\left(-\lambda+\frac{1}{2}\right) \int_{\Omega_{+}}\langle A \nabla u, \nabla u\rangle d X+\left(-\lambda-\frac{1}{2}\right) \int_{\Omega_{-}}\langle A \nabla u, \nabla u\rangle d X . \tag{6.3.20}
\end{align*}
$$

Consequently,

$$
\begin{equation*}
\int_{\mathbb{R}^{n+1}}\langle A \nabla u, \nabla u\rangle d X=0, \tag{6.3.21}
\end{equation*}
$$

since $-\lambda-\frac{1}{2}$ and $-\lambda+\frac{1}{2}$ have the same sign and the integrands in the last line in (6.3.20) are nonnegative.

Next, pick a function $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{n+1}\right)$ which is identically one in a neighborhood of the origin and set $\varphi_{j}(X):=\varphi(X / j), j \in \mathbb{N}$. We may then write

$$
\begin{align*}
\lim _{j \rightarrow \infty} \int_{\mathbb{R}^{n+1}}\left\langle A \nabla\left(\varphi_{j} u\right), \nabla\left(\varphi_{j} u\right)\right\rangle d X= & \lim _{j \rightarrow \infty} \int_{\mathbb{R}^{n+1}} \varphi_{j}^{2}\langle A \nabla u, \nabla u\rangle d X \\
& +\lim _{j \rightarrow \infty} \int_{\mathbb{R}^{n+1}} \mathcal{O}\left(\left|\varphi_{j}\right|\left|\nabla \varphi_{j}\right| \|\left. u| | \nabla u\left|+\left|\nabla \varphi_{j}\right|^{2}\right| u\right|^{2}\right) d X \\
= & 0, \tag{6.3.22}
\end{align*}
$$

thanks to (6.3.21) and the decay of $u$ at infinity (cf. (6.3.13)). Since, by (6.3.19), $\varphi_{j} u \in W^{1,2}\left(\mathbb{R}^{n+1}\right)$, Plancherel's formula (used twice) and the Legendre-Hadamard condition (3.6.21) then give

$$
\begin{align*}
0 & =\lim _{j \rightarrow \infty} \int_{\mathbb{R}^{n+1}}\left\langle A \nabla\left(\varphi_{j} u\right), \nabla\left(\varphi_{j} u\right)\right\rangle d X \geq \kappa \lim _{j \rightarrow \infty} \int_{\mathbb{R}^{n+1}}\left|\nabla\left(\varphi_{j} u\right)\right|^{2} d X \\
& =\kappa \int_{\mathbb{R}^{n+1}}|\nabla u|^{2} d X . \tag{6.3.23}
\end{align*}
$$

Thus, $u$ is a constant in $\mathbb{R}^{n+1}$ and, ultimately,

$$
\begin{equation*}
u=0 \text { in } \mathbb{R}^{n+1} \tag{6.3.24}
\end{equation*}
$$

by (6.3.14). Recall now (6.3.6) and observe that

$$
\begin{equation*}
\partial_{\nu}^{A} u^{ \pm}=\left(\mp \frac{1}{2} I+K^{*}\right) f . \tag{6.3.25}
\end{equation*}
$$

In concert with (6.3.24), this gives $f=\partial_{\nu}^{A} u^{-}-\partial_{\nu}^{A} u^{+}=0$, proving that $\lambda I+K^{*}$ is injective on $L^{2}(\partial \Omega, d \sigma)$.

Consider now the case when the coefficient tensor $A$ is positive definite and $f \in L^{2}(\partial \Omega, d \sigma)$ is such that $\left(\frac{1}{2} I+K^{*}\right) f=0$. Now, as before, $f=-\left(-\frac{1}{2} I+K^{*}\right) f \in L_{0}^{2}(\partial \Omega, d \sigma)$, so that (6.3.14) holds. Thus, we may write

$$
\begin{equation*}
0=-\int_{\partial \Omega}\left\langle\left(\frac{1}{2} I+K^{*}\right) f, S f\right\rangle d \sigma=\int_{\Omega_{-}}\langle A \nabla u, \nabla u\rangle d X \geq \kappa \int_{\Omega_{-}}|\nabla u|^{2} d X \tag{6.3.26}
\end{equation*}
$$

so that $u=0$ in $\Omega_{-}$, by (6.3.14) and the fact that $\Omega_{-}$is connected. In turn, this entails $S f=$ $\left.u^{-}\right|_{\partial \Omega}=0$ and, further,

$$
\begin{equation*}
0=\int_{\partial \Omega}\left\langle\left(-\frac{1}{2} I+K^{*}\right) f, S f\right\rangle d \sigma=\int_{\Omega_{+}}\langle A \nabla u, \nabla u\rangle d X \geq \kappa \int_{\Omega_{+}}|\nabla u|^{2} d X \tag{6.3.27}
\end{equation*}
$$

It follows that $\nabla u=0$ in $\Omega_{+}$, so once again $f=\partial_{\nu}^{A} u^{-}-\partial_{\nu}^{A} u^{+}=0$. Hence the operator $\frac{1}{2} I+K^{*}$ is, as claimed, injective when acting on the space $L^{2}(\partial \Omega, d \sigma)$.

Finally, assume that $\Omega$ is connected, $A$ is positive definite, that the function $f \in L^{2}(\partial \Omega, d \sigma)$ satisfies $\left(-\frac{1}{2} I+K^{*}\right) f=0$ and that either $n \geq 2$ or $f$ has vanishing moment. Then

$$
\begin{equation*}
0=\int_{\partial \Omega}\left\langle\left(-\frac{1}{2} I+K^{*}\right) f, S f\right\rangle d \sigma=\int_{\Omega_{+}}\langle A \nabla u, \nabla u\rangle d X \geq \kappa \int_{\Omega_{+}}|\nabla u|^{2} d X \tag{6.3.28}
\end{equation*}
$$

hence, since $\Omega_{+}$is connected, there exists a constant $c$ such that $u \equiv c$ in $\Omega$. We may thus conclude that $S f=\left.u^{+}\right|_{\partial \Omega}=c$ and, hence, $\left(\frac{1}{2} I+K^{*}\right) f=\left(-\frac{1}{2} I+K^{*}\right) f+f=f$. Consequently, since when either $n \geq 2$, or $f$ has vanishing moment, the exterior Green's formula holds, we may write

$$
\begin{equation*}
0=-\left\langle c, \int_{\partial \Omega} f d \sigma\right\rangle=-\int_{\partial \Omega}\left\langle\left(\frac{1}{2} I+K^{*}\right) f, S f\right\rangle d \sigma=\int_{\Omega_{-}}\langle A \nabla u, \nabla u\rangle d X \geq \kappa \int_{\Omega_{-}}|\nabla u|^{2} d X(6 \tag{6.3.29}
\end{equation*}
$$

Thus, $\nabla u=0$ in $\Omega_{-}$which then gives $\partial_{\nu}^{A} u^{-}=0$. The same argument based on jump relations now shows that $f=0$, and the desired conclusion follows.

Theorem 6.3.5 Let $p \in(1, \infty)$ be given and assume that $\Omega \subset \mathbb{R}^{n+1}$ is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Also, assume that $L$ is as in (3.6.20)-(3.6.21) and recall the double layer potential operator $K$ from (3.6.25).

Then there exists $\varepsilon>0$ which depends only on $p, n$ and the John and Ahlfors regularity constants of $\Omega$, such that if $\Omega$ is an $\varepsilon$-regular SKT domain then the following operators are invertible:

$$
\begin{align*}
& \lambda I+K^{*}: L^{p}(\partial \Omega, d \sigma) \longrightarrow L^{p}(\partial \Omega, d \sigma) \quad \forall \lambda \in \mathbb{R} \backslash\left[-\frac{1}{2}, \frac{1}{2}\right], \quad \text { if } A \geq 0  \tag{6.3.30}\\
& -\frac{1}{2} I+K^{*}: L_{0}^{p}(\partial \Omega, d \sigma) \longrightarrow L_{0}^{p}(\partial \Omega, d \sigma) \quad \text { if } A>0 \text { and } \Omega \text { is connected }  \tag{6.3.31}\\
& -\frac{1}{2} I+K^{*}: L^{p}(\partial \Omega, d \sigma) \longrightarrow L^{p}(\partial \Omega, d \sigma) \quad \text { if } A>0, \Omega \text { is connected, } n \geq 2  \tag{6.3.32}\\
& \frac{1}{2} I+K^{*}: L^{p}(\partial \Omega, d \sigma) \longrightarrow L^{p}(\partial \Omega, d \sigma) \quad \text { if } A>0 \text { and } \mathbb{R}^{n+1} \backslash \bar{\Omega} \text { is connected. } \tag{6.3.33}
\end{align*}
$$

If, in addition, the double layer potential operator $K$ (originally defined in (3.6.25)) can be represented as in (4.5.3) then the following operators are also invertible:

$$
\begin{align*}
& \lambda I+K: L_{1}^{p}(\partial \Omega, d \sigma) \longrightarrow L_{1}^{p}(\partial \Omega, d \sigma) \quad \forall \lambda \in \mathbb{R} \backslash\left[-\frac{1}{2}, \frac{1}{2}\right], \quad \text { if } A \geq 0  \tag{6.3.34}\\
& -\frac{1}{2} I+K: L_{1}^{p}(\partial \Omega, d \sigma) / \mathbb{R} \longrightarrow L_{1}^{p}(\partial \Omega, d \sigma) / \mathbb{R} \quad \text { if } A>0 \text { and } \Omega \text { is connected }  \tag{6.3.35}\\
& -\frac{1}{2} I+K: L_{1}^{p}(\partial \Omega, d \sigma) \longrightarrow L_{1}^{p}(\partial \Omega, d \sigma) \quad \text { if } A>0, \Omega \text { is connected, } n \geq 2  \tag{6.3.36}\\
& \frac{1}{2} I+K: L_{1}^{p}(\partial \Omega, d \sigma) \longrightarrow L_{1}^{p}(\partial \Omega, d \sigma) \text { if } A>0 \text { and } \mathbb{R}^{n+1} \backslash \bar{\Omega} \text { is connected. } \tag{6.3.37}
\end{align*}
$$

Proof. The claims in the first part of the theorem are immediate consequences of Theorem 4.5.1, Proposition 6.3.4 and classical Fredholm theory (compare the proof of Proposition 5.4.2). The claims in the second part of the theorem then follow from this, duality, the extra assumption on $K$ and Theorem 6.2.3.

Theorem 6.3 .5 applies directly to the case of the Laplacian. This time, however, given the explicit nature of the differential operator in question, the results become more specific. To state them, for an open set $\Omega \subset \mathbb{R}^{n+1}$ and $k \in \mathbb{N}$ introduce

$$
\begin{align*}
& \mathbb{R}_{\partial \Omega}^{k}:=\left\{\sum_{j} c_{j} \mathbf{1}_{\Sigma_{j}}: c_{j} \in \mathbb{R}^{k} \text { and } \Sigma_{j} \text { connected component of } \partial \Omega\right\}  \tag{6.3.38}\\
& \mathbb{R}_{\partial \Omega_{ \pm}}^{k}:=\left\{\sum_{j} c_{j} \mathbf{1}_{\partial \mathcal{O}_{j}}: c_{j} \in \mathbb{R}^{k} \text { and } \mathcal{O}_{j} \text { bounded connected component of } \Omega_{ \pm}\right\}  \tag{6.3.39}\\
& \mathbb{R}_{\Omega_{ \pm}}^{k}:=\left\{\sum_{j} c_{j} \mathbf{1}_{\mathcal{O}_{j}}: c_{j} \in \mathbb{R}^{k} \text { and } \mathcal{O}_{j} \text { bounded connected component of } \Omega_{ \pm}\right\} \tag{6.3.40}
\end{align*}
$$

with the convention that, when $k=1$, we agree to drop it as a superscript. In particular, we have

$$
\begin{equation*}
\mathbb{R}_{\partial \Omega_{ \pm}}^{k}=\left.\left(\mathbb{R}_{\Omega_{ \pm}}^{k}\right)\right|_{\partial \Omega} \quad \text { and } \quad \mathbb{R}_{\partial \Omega}^{k}=\mathbb{R}_{\partial \Omega_{+}}^{k} \oplus \mathbb{R}_{\partial \Omega_{-}}^{k} \tag{6.3.41}
\end{equation*}
$$

where the sum is direct (but not orthogonal). Let us also point out here that

$$
\begin{gather*}
\operatorname{dim} \mathbb{R}_{\Omega_{+}}^{k}=\operatorname{dim} \mathbb{R}_{\partial \Omega_{+}}^{k}=k \cdot b_{0}, \quad \operatorname{dim} \mathbb{R}_{\Omega_{-}}^{k}=\operatorname{dim} \mathbb{R}_{\partial \Omega_{-}}^{k}=k \cdot b_{n}  \tag{6.3.42}\\
\operatorname{dim} \mathbb{R}_{\partial \Omega}^{k}=k \cdot\left(b_{0}+b_{n}\right)
\end{gather*}
$$

where the Betti numbers $b_{0}, b_{n}$ represent the number of bounded connected components of $\Omega_{+}$and $\Omega_{-}$, respectively. Therefore, the intuitive interpretation of $b_{n}$ is the number of $(n+1)$-dimensional "holes" of $\Omega_{+}$. Granted Theorem 4.5.1, by arguing as in [84] and the proof of Proposition 6.3 .4 we then obtain:

Theorem 6.3.6 Let $p \in(1, \infty)$ be given and assume that $\Omega \subset \mathbb{R}^{n+1}$ is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Also, let $K$ be as in (3.3.2)(3.3.3). Then there exists $\varepsilon>0$ which depends only on $p, n$ and the John and Ahlfors regularity constants of $\Omega$, such that if $\Omega$ is an $\varepsilon$-regular SKT domain then the following operators are invertible:

$$
\begin{align*}
& \lambda I+K^{*}: L^{p}(\partial \Omega, d \sigma) \longrightarrow L^{p}(\partial \Omega, d \sigma) \quad \text { if } \lambda \in \mathbb{R} \backslash\left[-\frac{1}{2}, \frac{1}{2}\right]  \tag{6.3.43}\\
& \pm \frac{1}{2} I+K^{*} \text { mapping }\left\{f \in L^{p}(\partial \Omega, d \sigma): \int_{\partial \Omega} f \psi d \sigma=0, \forall \psi \in \mathbb{R}_{\partial \Omega}\right\} \text { onto itself, }  \tag{6.3.44}\\
& \pm \frac{1}{2} I+K^{*} \text { mapping }\left\{f \in L^{p}(\partial \Omega, d \sigma): \int_{\partial \Omega} f \psi d \sigma=0, \forall \psi \in \mathbb{R}_{\partial \Omega_{\mp}}\right\} \text { onto itself, }  \tag{6.3.45}\\
& \pm \frac{1}{2} I+K: L^{p}(\partial \Omega, d \sigma) / \mathbb{R}_{\partial \Omega} \longrightarrow L^{p}(\partial \Omega, d \sigma) / \mathbb{R}_{\partial \Omega}  \tag{6.3.46}\\
& \pm \frac{1}{2} I+K: L^{p}(\partial \Omega, d \sigma) / \mathbb{R}_{\partial \Omega_{\mp}} \longrightarrow L^{p}(\partial \Omega, d \sigma) / \mathbb{R}_{\partial \Omega_{\mp}}  \tag{6.3.47}\\
& \lambda I+K: L_{1}^{p}(\partial \Omega, d \sigma) \longrightarrow L_{1}^{p}(\partial \Omega, d \sigma) \quad \text { if } \lambda \in \mathbb{R} \backslash\left[-\frac{1}{2}, \frac{1}{2}\right]  \tag{6.3.48}\\
& \pm \frac{1}{2} I+K: L_{1}^{p}(\partial \Omega, d \sigma) / \mathbb{R}_{\partial \Omega} \longrightarrow L^{p}(\partial \Omega, d \sigma) / \mathbb{R}_{\partial \Omega}  \tag{6.3.49}\\
& \pm \frac{1}{2} I+K: L_{1}^{p}(\partial \Omega, d \sigma) / \mathbb{R}_{\partial \Omega_{\mp}} \longrightarrow L_{1}^{p}(\partial \Omega, d \sigma) / \mathbb{R}_{\partial \Omega_{\mp}} \tag{6.3.50}
\end{align*}
$$

Below, we record a suitable version of Theorem 6.3 .6 which holds in a slightly different geometrical measure theoretic setting.

Proposition 6.3.7 Assume that $\Omega \subset \mathbb{R}^{n+1}$ is a bounded UR domain, for which the outward unit normal $\nu$ belongs to $\operatorname{VMO}(\partial \Omega, d \sigma)$. Also, recall the harmonic double layer $K$ introduced in (3.3.2)(3.3.3). Then there exists $\varepsilon=\varepsilon(\Omega)>0$ such that the operators (6.3.43)-(6.3.50) are invertible for each $p \in(2-\varepsilon, 2+\varepsilon)$.

Proof. Consider first the operators (6.3.43)-(6.3.47). That the operators in question are Fredholm with index zero when $p=2$ can be seen as in (4.4.11) and the subsequent analysis. Then the extension to $2-\varepsilon<p<2+\varepsilon$ follows from this and well-known stability results (cf. [106] and the discussion in [61]).

Next, we treat the operator in (6.4.2) for some fixed $\lambda \in \mathbb{R}$ with $|\lambda|>\frac{1}{2}$. From what we have proved already we know that that there exists $\varepsilon=\varepsilon(\Omega)>0$ such that for each $2-\varepsilon<p<2+\varepsilon$ one can find $C=C(\Omega, p)>0$ with the property that

$$
\begin{equation*}
\|f\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|(\lambda I+K) f\|_{L^{p}(\partial \Omega, d \sigma)}, \quad \forall f \in L^{p}(\partial \Omega, d \sigma) . \tag{6.3.51}
\end{equation*}
$$

Next, introduce $T:=\left(T_{j k}\right)_{1 \leq j, k \leq n+1}$, where $T_{j k}: L^{p}(\partial \Omega, d \sigma) \rightarrow L^{p}(\partial \Omega, d \sigma)$ is defined in (6.2.7). Given that we are assuming $\nu \in \operatorname{VMO}(\partial \Omega, d \sigma)$, these operators are compact for every $p \in(1, \infty)$. Also, the identity (6.2.6) gives

$$
\begin{equation*}
\partial_{\tau_{j k}}[(\lambda I+K) f]=(\lambda I+K)\left(\partial_{\tau_{j k}} f\right)+T_{j k}\left(\nabla_{\tan } f\right), \quad \forall f \in L^{p}(\partial \Omega, d \sigma) . \tag{6.3.52}
\end{equation*}
$$

Together, (6.3.51) and (6.3.52) prove that

$$
\begin{equation*}
\|f\|_{L_{1}^{p}(\partial \Omega, d \sigma)} \leq C\|(\lambda I+K) f\|_{L_{1}^{p}(\partial \Omega, d \sigma)}+\left\|T\left(\nabla_{\tan } f\right)\right\|_{L^{p}(\partial \Omega, d \sigma)}, \quad \forall f \in L_{1}^{p}(\partial \Omega, d \sigma) \tag{6.3.53}
\end{equation*}
$$

The above analysis shows that there exists $\varepsilon=\varepsilon(\Omega)>0$ with the property that if $2-\varepsilon<p<2+\varepsilon$ then the operator $\lambda I+K$ is injective and semi-Fredholm on the space $L_{1}^{p}(\partial \Omega, d \sigma)$ for each $\lambda \in \mathbb{R}$ with $|\lambda|>\frac{1}{2}$. That this operator is in fact invertible, is now an easy consequence of the homotopic invariance of the index, along with the simple observation that, if $|\lambda|$ is large, $\lambda I+K$ can be inverted on $L_{1}^{p}(\partial \Omega, d \sigma)$ (via a Neumann series). This completes the proof of the claim made in the statement of the proposition about the operator (6.4.2).

In a similar fashion, the operators (6.3.49), (6.3.50), can be shown to be injective and semiFredholm if $2-\varepsilon<p<2+\varepsilon$ for some small $\varepsilon=\varepsilon(\Omega)>0$. When used in concert with the fact that, for the same range of $p$ 's, the operator (6.3.48) is, as a trivial consequence of we have just proved, semi-Fredholm when acting on either $L_{1}^{p}(\partial \Omega, d \sigma)$ or $L_{1}^{p}(\partial \Omega, d \sigma) / \mathbb{R}$, the same argument based on index theory can be used to conclude that (6.3.49)-(6.3.50) are invertible in the present context if $p$ is near 2 .

We wish to prove results analogous to Theorem 6.3.6 for the Stokes system (6.1.14). To set the stage, we momentarily digress for the purpose of introducing notation which will facilitate stating this result. Let $\Psi$ be the $(n+1)(n+2) / 2$-dimensional linear space of $\mathbb{R}^{n+1}$-valued functions $\psi=\left(\psi_{j}\right)_{1 \leq j \leq n+1}$ defined in $\mathbb{R}^{n+1}$ and satisfying

$$
\begin{equation*}
\partial_{j} \psi_{k}+\partial_{k} \psi_{j}=0, \quad 1 \leq j, k \leq n+1, \tag{6.3.54}
\end{equation*}
$$

and note that

$$
\begin{equation*}
\Psi=\left\{\psi(X)=A X+\vec{a}: A,(n+1) \times(n+1) \text { antisymmetric matrix, and } \vec{a} \in \mathbb{R}^{n+1}\right\} . \tag{6.3.55}
\end{equation*}
$$

Given an open set $\Omega \subset \mathbb{R}^{n+1}$ define, as usual, $\Omega_{+}:=\Omega, \Omega_{-}:=\mathbb{R}^{n+1} \backslash \bar{\Omega}$, and introduce

$$
\begin{equation*}
\Psi\left(\Omega_{ \pm}\right):=\left\{\sum_{j} \psi_{j} \mathbf{1}_{\mathcal{O}_{j}}: \psi_{j} \in \Psi, \mathcal{O}_{j} \text { bounded component of } \Omega_{ \pm}\right\} \tag{6.3.56}
\end{equation*}
$$

Then for $\gamma \in(-1,1]$, we can define

$$
\Psi^{\gamma}\left(\Omega_{ \pm}\right):= \begin{cases}\mathbb{R}_{\Omega_{ \pm}}^{n+1}, & |\gamma|<1  \tag{6.3.57}\\ \Psi\left(\Omega_{ \pm}\right), & \gamma=1\end{cases}
$$

and

$$
\begin{equation*}
\Psi^{\gamma}\left(\partial \Omega_{ \pm}\right):=\left\{\left.\psi\right|_{\partial \Omega}: \psi \in \Psi^{\gamma}\left(\Omega_{ \pm}\right)\right\}, \tag{6.3.58}
\end{equation*}
$$

so that

$$
\operatorname{dim} \Psi^{\gamma}\left(\partial \Omega_{+}\right)= \begin{cases}(n+1) \cdot b_{0} & \text { if }|\gamma|<1  \tag{6.3.59}\\ \frac{(n+1)(n+2)}{2} \cdot b_{0} & \text { if } \gamma=1\end{cases}
$$

and

$$
\operatorname{dim} \Psi^{\gamma}\left(\partial \Omega_{-}\right)= \begin{cases}(n+1) \cdot b_{n} & \text { if }  \tag{6.3.60}\\ |\gamma|<1 \\ \frac{(n+1)(n+2)}{2} \cdot b_{n} & \text { if } \gamma=1\end{cases}
$$

Finally, assuming that $\Omega \subset \mathbb{R}^{n+1}$ is bounded domain of finite perimeter and $p \in(1, \infty)$, set

$$
\begin{align*}
& L_{\Psi_{ \pm}^{\gamma}}^{p}(\partial \Omega, d \sigma):=\left\{\vec{f} \in\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1}: \int_{\partial \Omega}\langle\psi, \vec{f}\rangle d \sigma=0, \forall \psi \in \Psi^{\gamma}\left(\partial \Omega_{ \pm}\right)\right\},  \tag{6.3.61}\\
& L_{1, \nu_{ \pm}}^{p}(\partial \Omega, d \sigma):=\left\{\vec{f} \in\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1}: \int_{\partial \Omega}\langle\psi, \vec{f}\rangle d \sigma=0, \forall \psi \in \nu \mathbb{R}_{\partial \Omega_{ \pm}}\right\},  \tag{6.3.62}\\
& L_{1, \nu}^{p}(\partial \Omega, d \sigma):=\left\{\vec{f} \in\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1}: \int_{\partial \Omega}\langle\psi, \vec{f}\rangle d \sigma=0, \forall \psi \in \nu \mathbb{R}_{\partial \Omega}\right\},  \tag{6.3.63}\\
& L_{\nu_{ \pm}}^{p}(\partial \Omega, d \sigma):=\left\{\vec{f} \in\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1}: \int_{\partial \Omega}\langle\psi, \vec{f}\rangle d \sigma=0, \forall \psi \in \nu \mathbb{R}_{\partial \Omega_{ \pm}}\right\},  \tag{6.3.64}\\
& L_{\nu}^{p}(\partial \Omega, d \sigma):=\left\{\vec{f} \in\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1}: \int_{\partial \Omega}\langle\psi, \vec{f}\rangle d \sigma=0, \forall \psi \in \nu \mathbb{R}_{\partial \Omega}\right\} . \tag{6.3.65}
\end{align*}
$$

Recall the hydrostatic double layer potential $K_{\gamma}$ from (6.1.28). For this, we have:
Theorem 6.3.8 Let $p \in(1, \infty)$ be given and assume that $\Omega \subset \mathbb{R}^{n+1}$ is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Then there exists $\varepsilon>0$ which depends only on $p, n$ and the John and Ahlfors regularity constants of $\Omega$, such that if $\Omega$ is an $\varepsilon$-regular SKT domain and $1-\varepsilon<\gamma \leq 1$ then the following operators are invertible:

$$
\begin{align*}
& \pm \frac{1}{2} I+K_{\gamma}^{*}: L_{\Psi_{\mp}^{\gamma}}^{p}(\partial \Omega) / \nu \mathbb{R}_{\partial \Omega_{ \pm}} \longrightarrow L_{\Psi_{\mp}^{\gamma}}^{p}(\partial \Omega) / \nu \mathbb{R}_{\partial \Omega_{ \pm}},  \tag{6.3.66}\\
& \pm \frac{1}{2} I+K_{\gamma}: L_{1, \nu_{ \pm}}^{p}(\partial \Omega) / \Psi^{\gamma}\left(\partial \Omega_{\mp}\right) \longrightarrow L_{1, \nu_{ \pm}}^{p}(\partial \Omega) / \Psi^{\gamma}\left(\partial \Omega_{\mp}\right),  \tag{6.3.67}\\
& \pm \frac{1}{2} I+K_{\gamma}: L_{\nu_{ \pm}}^{p}(\partial \Omega) / \Psi^{\gamma}\left(\partial \Omega_{\mp}\right) \longrightarrow L_{\nu_{ \pm}}^{p}(\partial \Omega) / \Psi^{\gamma}\left(\partial \Omega_{\mp}\right), \tag{6.3.68}
\end{align*}
$$

along with

$$
\begin{align*}
& \lambda I+K_{\gamma}:\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1} \longrightarrow\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1}  \tag{6.3.69}\\
& \lambda I+K_{\gamma}:\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1} \longrightarrow\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1} \tag{6.3.70}
\end{align*}
$$

if $\lambda \in \mathbb{R} \backslash\left[-\frac{1}{2}, \frac{1}{2}\right]$.

Proof. In the case of Lipschitz domains (and $p$ near 2) this has been proved in [94] and, given Theorem 6.2.8 and the techniques used in the proof of Proposition 6.3.4, the same type of invertibility results can then be established in the current more general setting.

We also have the following analogue of Theorem 6.3 .8 for the case of the Lamé system (6.1.3). Below, $K_{r}$ refers to the elastostatic double layer defined in (6.1.9) and we set

$$
\Psi^{r}\left(\Omega_{ \pm}\right):= \begin{cases}\mathbb{R}_{\Omega_{ \pm}}^{n+1}, & |r|<\mu  \tag{6.3.71}\\ \Psi\left(\Omega_{ \pm}\right), & r=\mu\end{cases}
$$

and

$$
\begin{equation*}
\Psi^{r}\left(\partial \Omega_{ \pm}\right):=\left\{\left.\psi\right|_{\partial \Omega}: \psi \in \Psi^{r}\left(\Omega_{ \pm}\right)\right\} \tag{6.3.72}
\end{equation*}
$$

where $\lambda, \mu$ are as in (6.1.1).
Theorem 6.3.9 Let $p \in(1, \infty)$ be given and assume that $\Omega \subset \mathbb{R}^{n+1}$ is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Then there exists $\varepsilon>0$ which depends only on $p, n$ and the John and Ahlfors regularity constants of $\Omega$, such that if $\Omega$ is an $\varepsilon$-regular SKT domain and

$$
\begin{equation*}
-\mu<r \leq \mu \quad \text { is such that } \quad\left|r-\frac{\mu(\mu+\lambda)}{3 \mu+\lambda}\right|<\varepsilon \tag{6.3.73}
\end{equation*}
$$

then the following operators are invertible:

$$
\begin{align*}
& \pm \frac{1}{2} I+K_{r}^{*}: L_{\Psi_{\mp}^{r}}^{p}(\partial \Omega) \longrightarrow L_{\Psi_{\mp}^{r}}^{p}(\partial \Omega)  \tag{6.3.74}\\
& \pm \frac{1}{2} I+K_{r}:\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1} / \Psi^{r}\left(\partial \Omega_{\mp}\right) \longrightarrow\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1} / \Psi^{r}\left(\partial \Omega_{\mp}\right),  \tag{6.3.75}\\
& \pm \frac{1}{2} I+K_{r}:\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1} / \Psi^{r}\left(\partial \Omega_{\mp}\right) \longrightarrow\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1} / \Psi^{r}\left(\partial \Omega_{\mp}\right) \tag{6.3.76}
\end{align*}
$$

along with

$$
\begin{align*}
& \eta I+K_{r}:\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1} \longrightarrow\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1}  \tag{6.3.77}\\
& \left.\eta I+K_{r}:\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1} \longrightarrow L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1} \tag{6.3.78}
\end{align*}
$$

if $\eta \in \mathbb{R} \backslash\left[-\frac{1}{2}, \frac{1}{2}\right]$.
Proof. This follows along the lines of known results for Lipschitz domains, with the help of Theorem 6.2.3 and the remarks made in $\S 6.1$.

### 6.4 The invertibility of boundary single layer potentials

Recall the definitions of the Sobolev spaces of order $\pm 1$, i.e., $L_{1}^{p}(\partial \Omega, d \sigma)$ and $L_{-1}^{p}(\partial \Omega, d \sigma)$ from (3.6.10)-(3.6.11) and (3.6.14), respectively. Also, for each $p \in(1, \infty)$, set

$$
\begin{equation*}
L_{-1,0}^{p}(\partial \Omega, d \sigma):=\left\{f \in L_{-1}^{p}(\partial \Omega, d \sigma):\langle f, 1\rangle=0\right\} . \tag{6.4.1}
\end{equation*}
$$

Theorem 6.4.1 Let $p \in(1, \infty)$ be given and assume that $\Omega \subset \mathbb{R}^{n+1}$ is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Also, recall the (boundary version) harmonic single layer $S$ introduced in (3.3.35).

Then there exists $\varepsilon>0$ which depends only on $p, n$ and the John and Ahlfors regularity constants of $\Omega$, such that if $\Omega$ is an $\varepsilon$-regular SKT domain then the following operators are invertible:

$$
\begin{align*}
& S: L^{p}(\partial \Omega, d \sigma) \longrightarrow L_{1}^{p}(\partial \Omega, d \sigma) \quad \text { if } n \geq 2,  \tag{6.4.2}\\
& S: L_{-1}^{p}(\partial \Omega, d \sigma) \longrightarrow L^{p}(\partial \Omega, d \sigma) \quad \text { if } n \geq 2,  \tag{6.4.3}\\
& S: L_{0}^{p}(\partial \Omega, d \sigma) \longrightarrow L_{1}^{p}(\partial \Omega, d \sigma) / \mathbb{R},  \tag{6.4.4}\\
& S: L_{-1,0}^{p}(\partial \Omega, d \sigma) \longrightarrow L^{p}(\partial \Omega, d \sigma) / \mathbb{R} . \tag{6.4.5}
\end{align*}
$$

As opposed to the operators discussed in § 6.3 which are of the form "identity +small perturbation of a compact operator" the case of the (boundary version of the) single layer is different in nature and main difficulty is establishing that $S: L^{p}(\partial \Omega, d \sigma) \rightarrow L_{1}^{p}(\partial \Omega, d \sigma)$ is Fredholm with index zero. To circumvent this problem, we find it convenient to work with the acoustic layer potentials associated with $\Omega$, which we now proceed to define. In order to facilitate the subsequent exposition, we choose to discuss here a few definitions and preliminary results. To get started, denote by $E_{n+1}(X ; k)$ the fundamental solution of the Helmholtz operator $\Delta+k^{2}$ in $\mathbb{R}^{n+1}, n \geq 1$, explicitly given by

$$
E_{n+1}(X ; k)= \begin{cases}-\frac{\sqrt{-1}}{4}\left(\frac{2 \pi|X|}{k}\right)^{(1-n) / 2} H_{(n-1) / 2}^{(1)}(k|X|), & n \geq 1, k \in \mathbb{C} \backslash\{0\}  \tag{6.4.6}\\ \frac{1}{2 \pi} \ln |X|, & n=1, k=0 \\ -\frac{1}{(n-1) \omega_{n}}|X|^{1-n}, & n \geq 2, k=0\end{cases}
$$

for $\operatorname{Im} k \geq 0$ and $X \in \mathbb{R}^{n+1} \backslash\{0\}$, where $H_{\nu}^{(1)}(\cdot)$ denotes the Hankel function of the first kind with index $\nu \geq 0$ and $\omega_{n}$ represents the area of the unit sphere $S^{n}$ in $\mathbb{R}^{n+1}$. In particular,

$$
\begin{equation*}
E_{3}(X ; k)=-\frac{e^{\sqrt{-1} k|X|}}{4 \pi|X|}, \quad X \in \mathbb{R}^{3} \backslash\{0\} \tag{6.4.7}
\end{equation*}
$$

is precisely the function $\Phi_{k}(X)$ introduced in (6.1.34). Next, we record the following useful lemma which appears in [45].

Lemma 6.4.2 For each fixed $k \in \mathbb{C} \backslash\{0\}$ and $R>0$, the function $E_{n+1}(\cdot ; k)$ satisfies the following estimates uniformly for $0<|X|<R$ :

$$
\begin{align*}
\left|E_{n+1}(X ; k)-E_{n+1}(X ; 0)\right| \leq \begin{cases}C, & n=1,2, \\
C[1+|\ln | X| |], & n=3, \\
C\left[1+|X|^{3-n}\right], & n \geq 4,\end{cases}  \tag{6.4.8}\\
\left|\partial_{j} E_{n+1}(X ; k)-\partial_{j} E_{n+1}(X ; 0)\right| \leq \begin{cases}C, & n=1,2, \\
C\left[1+|X|^{2-n}\right], & n \geq 3,\end{cases}  \tag{6.4.9}\\
\left|\left(\partial_{i} \partial_{j} E_{n+1}\right)(X ; k)-\left(\partial_{i} \partial_{j} E_{n+1}\right)(X ; 0)\right| \leq \begin{cases}C[1+|\ln | X| |], & n=1, \\
C\left[1+|X|^{2-n}\right], & n \geq 2 .\end{cases} \tag{6.4.10}
\end{align*}
$$

Above $C=C(R, n, k)>0$, and $\partial_{j}=\partial / \partial x_{j}$ for $1 \leq j \leq n+1$.
After these preparations we are ready to discuss the
Proof of Theorem 6.4.1. For each $k \in \sqrt{-1} \mathbb{R}_{+}$define the operators $\mathcal{S}_{k}, \mathcal{D}_{k}, S_{k}, K_{k}$ as well as its adjoint $K_{k}^{*}$, in a similar fashion to (3.3.34), (3.3.1), (3.3.35) and (3.3.2), respectively, by replacing the fundamental solution for the Laplacian (3.3.24) with (6.4.6). From (6.4.8)-(6.4.10), we may then conclude that these operators enjoy the same estimates, trace formulas and compactness properties as their counterparts for $k=0$ do. A significant difference is that, for $n \geq 2$, Green's formulas (6.3.9)-(6.3.10) now read

$$
\begin{equation*}
\int_{\Omega_{ \pm}}\left[\left|\nabla u^{ \pm}\right|^{2}-k^{2}\left|u^{ \pm}\right|^{2}\right] d X= \pm \int_{\partial \Omega}\left(S_{k} f\right)^{c}\left( \pm \frac{1}{2} I+K_{k}^{*}\right) f d \sigma \tag{6.4.11}
\end{equation*}
$$

for every $f \in L^{2}(\partial \Omega, d \sigma)$ and $u^{ \pm}:=\mathcal{S}_{k} f$ in $\Omega_{ \pm}$(where the superscript $c$ indicates complex conjugation). When we run the same type of argument as in the proof of Proposition 6.3.4, the presence of the positive factor $-k^{2}$ ensures that the operators

$$
\begin{align*}
& \pm \frac{1}{2} I+K_{k}^{*}, \pm \frac{1}{2} I+K_{k}: L^{p}(\partial \Omega, d \sigma) \longrightarrow L^{p}(\partial \Omega, d \sigma),  \tag{6.4.12}\\
& \pm \frac{1}{2} I+K_{k}: L_{1}^{p}(\partial \Omega, d \sigma) \longrightarrow L_{1}^{p}(\partial \Omega, d \sigma), \tag{6.4.13}
\end{align*}
$$

are injective when $p=2$, without any additional topological restrictions imposed on the domain. Thus, if $\Omega$ is as in the statement of the theorem, these operators in fact are invertible.

Next, for an arbitrary function $f \in L_{1}^{p}(\partial \Omega, d \sigma)$, set $u:=\mathcal{D}_{k} f$ in $\Omega$. Then $\left(\Delta+k^{2}\right) u=0$ in $\Omega$, and $\mathcal{N} u, \mathcal{N}(\nabla u) \in L^{p}(\partial \Omega, d \sigma)$. Also, in the nontangential limit sense, $\left.u\right|_{\partial \Omega},\left.\nabla u\right|_{\partial \Omega}$ exist pointwise $\sigma$-a.e. on $\partial \Omega$. These conditions ensure that the following Green's representation formula holds

$$
\begin{equation*}
u(X)=\mathcal{D}_{k}\left(\left.u\right|_{\partial \Omega}\right)(X)-\mathcal{S}_{k}\left(\partial_{\nu} u\right)(X), \quad X \in \Omega . \tag{6.4.14}
\end{equation*}
$$

Since $\left.u\right|_{\partial \Omega}=\left(\frac{1}{2} I+K_{k}\right) f$, letting the point $X$ in (6.4.14) approach nontangentially the boundary of $\Omega$ yields (after some trivial algebra)

$$
\begin{equation*}
S_{k}\left(\partial_{\nu} \mathcal{D}_{k} f\right)=\left(\frac{1}{2} I+K_{k}\right)\left(-\frac{1}{2} I+K_{k}\right) f, \quad \forall f \in L_{1}^{p}(\partial \Omega, d \sigma) \tag{6.4.15}
\end{equation*}
$$

From (6.4.15) and the fact that the operators (6.4.13) are invertible, it follows that

$$
\begin{equation*}
S_{k}: L^{p}(\partial \Omega, d \sigma) \longrightarrow L_{1}^{p}(\partial \Omega, d \sigma) \tag{6.4.16}
\end{equation*}
$$

is surjective. In a similar fashion (more specifically, by using (6.4.14) with $u=\mathcal{S}_{k} f, f \in L^{p}(\partial \Omega, d \sigma)$, and then taking the normal derivatives of both sides), we obtain

$$
\begin{equation*}
\partial_{\nu} \mathcal{D}_{k}\left(S_{k} f\right)=\left(-\frac{1}{2} I+K_{k}^{*}\right)\left(\frac{1}{2} I+K_{k}^{*}\right) f, \quad \forall f \in L^{p}(\partial \Omega, d \sigma) \tag{6.4.17}
\end{equation*}
$$

In turn, this and the fact that the operators (6.4.12) are invertible ensure that (6.4.16) is injective. Altogether, $S_{k}$ in (6.4.16) is both surjective and injective, hence invertible.

Going further, we observe that the estimates in Lemma 6.4.2 imply that

$$
\begin{equation*}
S-S_{k}: L^{p}(\partial \Omega, d \sigma) \longrightarrow L_{1}^{p}(\partial \Omega, d \sigma) \quad \text { is compact. } \tag{6.4.18}
\end{equation*}
$$

Writing $S=S_{k}+\left(S-S_{k}\right)$ we see that (6.4.2) is a Fredholm operator, with index zero if $n \geq 1$. Since the same type of argument as for $S_{k}$ proves that $S$ in (6.4.2) is injective when $p=2$ and $n \geq 2$, we may finally conclude that this operator is invertible.

The fact that (6.4.3) is invertible is now an immediate corollary of what we have just proved and duality. Since the operator (6.4.5) is the dual of (6.4.4), we are finally left with proving that the latter is an isomorphism. From what we have shown above, it follows that (6.4.3) is Fredholm with index zero, so it suffices to prove that (6.4.3) is injective when $p=2$. To this end, assume that $f \in L^{2}(\partial \Omega, d \sigma)$ is such that $S f=c$, a constant, on $\partial \Omega$. Set $u^{ \pm}:=\mathcal{S} f$ in $\Omega_{ \pm}$and note that $\int_{\Omega_{+}}\left|\nabla u^{+}\right|^{2} d X=c \int_{\partial \Omega} \partial_{\nu} u^{+} d \sigma=0$, so that $\nabla u^{+}=0$ in $\Omega_{+}$. In particular, $f=\partial_{\nu} u^{-}-\partial_{\nu} u^{+}=\partial_{\nu} u^{-}$. Also, since $f$ has mean value zero, Green's formula continues to work in the complement of the domain and gives $\int_{\Omega_{-}}\left|\nabla u^{-}\right|^{2} d X=-c \int_{\partial \Omega} \partial_{\nu} u^{-} d \sigma=-c \int_{\partial \Omega} f d \sigma=0$. Thus $\nabla u^{-}=0$ in $\Omega_{-}$, which forces $f=0$.

Similar invertibility results to those contained in Theorem 6.4.1 are valid for the single layer associated with the Lamé and Stokes systems. More specifically, define

$$
\begin{equation*}
S_{\text {Lame }} \vec{f}(X):=\int_{\partial \Omega} E(X-Y) \vec{f}(Y) d \sigma(Y), \quad X \in \partial \Omega \tag{6.4.19}
\end{equation*}
$$

if $E(X)=\left(E_{j k}(X)\right)_{1 \leq j, k \leq n+1}$ with $E_{j k}(X)$ as in (6.1.6), and

$$
\begin{equation*}
S_{\text {Stokes }} \vec{f}(X):=\int_{\partial \Omega} E(X-Y) \vec{f}(Y) d \sigma(Y), \quad X \in \partial \Omega \tag{6.4.20}
\end{equation*}
$$

if $E(X)=\left(E_{j k}(X)\right)_{1 \leq j, k \leq n+1}$ with $E_{j k}(X)$ as in (6.1.20). Also, recall the space $L_{1, \nu}^{p}(\partial \Omega, d \sigma)$ from (6.3.63). We then have:

Theorem 6.4.3 Let $p \in(1, \infty)$ be given and assume that $\Omega \subset \mathbb{R}^{n+1}$, with $n \geq 2$, is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Then there exists $\varepsilon>0$ which depends only on $p$, $n$ and the John and Ahlfors regularity constants of $\Omega$, such that if $\Omega$ is an $\varepsilon$-regular SKT domain then

$$
\begin{align*}
& S_{\text {Lame }}:\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1} \longrightarrow\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1}  \tag{6.4.21}\\
& S_{\text {Lame }}:\left[L_{-1}^{p}(\partial \Omega, d \sigma)\right]^{n+1} \longrightarrow\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1} \tag{6.4.22}
\end{align*}
$$

as well as

$$
\begin{align*}
& S_{\text {Stokes }}:\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1} / \nu \mathbb{R}_{\partial \Omega} \longrightarrow L_{1, \nu}^{p}(\partial \Omega, d \sigma)  \tag{6.4.23}\\
& S_{\text {Stokes }}:\left[L_{-1}^{p}(\partial \Omega, d \sigma)\right]^{n+1} / \nu \mathbb{R}_{\partial \Omega} \longrightarrow L_{\nu}^{p}(\partial \Omega, d \sigma) \tag{6.4.24}
\end{align*}
$$

are isomorphisms.
The proof of this theorem relies on the results developed in $\oint 6.3$ and proceeds along the same lines as the proof of Theorem 6.4.1. In the process, we are free to select any type of conormal derivative and we choose one corresponding to a coefficient tensor which is positive definite (a slight adaptation is needed in the case of the Stokes system). We leave the details to the interested reader.

### 6.5 The invertibility of the magnetostatic layer potential

Here we shall work in the three-dimensional setting. Given $k \in \mathbb{C}$, playing the role of the wave number, recall the standard fundamental solution (6.1.34) for the Helmholtz operator $\Delta+k^{2}$ in $\mathbb{R}^{3}$. Let the scatterer occupy a region $\Omega \subset \mathbb{R}^{3}$ which, for now, we assume to be a bounded domain of finite perimeter whose boundary is Ahlfors regular (of dimension 2) and for which (2.3.1) holds. The single layer acoustic potential operator and its boundary versions are then defined by

$$
\begin{align*}
\mathcal{S}_{k} f(X) & :=\int_{\partial \Omega} \Phi_{k}(X-Y) f(Y) d \sigma(Y),
\end{align*} \quad X \in \mathbb{R}^{3} \backslash \partial \Omega, ~ \begin{array}{ll}
S_{k} f(X) & :=\int_{\partial \Omega} \Phi_{k}(X-Y) f(Y) d \sigma(Y), \quad X \in \partial \Omega
\end{array}
$$

The action of the operators $\mathcal{S}_{k}, S_{k}$ on vector fields is then defined component-wise. It follows that for every $f \in L^{p}(\partial \Omega, d \sigma), 1<p<\infty$,

$$
\begin{equation*}
\left.\mathcal{S}_{k} f\right|_{\partial \Omega}(X)=S_{k} f(X), \quad X \in \partial \Omega \tag{6.5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\partial_{\nu} \mathcal{S}_{k} f\right|_{\partial \Omega}(X)=\left(-\frac{1}{2} I+K_{k}^{*}\right) f(X) \tag{6.5.3}
\end{equation*}
$$

at $\sigma$-almost any $X \in \partial \Omega$. Above, $K_{k}^{*}$ is the formal transpose of the principal-value integral operator

$$
\begin{equation*}
K_{k} f(X):=\frac{1}{4 \pi} \lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\\left|X^{-}-Y\right|>\varepsilon}} \frac{\langle\nu(Y), Y-X\rangle}{|X-Y|^{3}} e^{\sqrt{-1} k|X-Y|}(1-\sqrt{-1} k|X-Y|) f(Y) d \sigma(Y), \tag{6.5.4}
\end{equation*}
$$

where $X \in \partial \Omega$, i.e., the so-called (boundary-version) double layer acoustic potential operator. As a consequence of the jump relations of $\S 3.4$, we have the following.

Proposition 6.5.1 Assume that $\Omega \subset \mathbb{R}^{3}$ is a bounded UR domain. Then for each vector field $\vec{f}$ in $\left[L^{p}(\partial \Omega, d \sigma)\right]^{3}, 1<p<\infty$, we have

$$
\begin{equation*}
\left.\operatorname{div}\left(\mathcal{S}_{k} \vec{f}\right)\right|_{\partial \Omega_{ \pm}}(X)=\mp \frac{1}{2}\langle\nu(X), \vec{f}(X)\rangle+\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\|X-Y|>\varepsilon}}\left\langle\left(\nabla \Phi_{k}\right)(X-Y), \vec{f}(Y)\right\rangle d \sigma(Y), \tag{6.5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\left(\operatorname{curl} \mathcal{S}_{k} \vec{f}\right)\right|_{\partial \Omega_{ \pm}}(X)=\mp \frac{1}{2} \nu(X) \times \vec{f}(X)+\lim _{\varepsilon \rightarrow 0^{+}} \int_{\substack{Y \in \partial \Omega \\|X-Y|>\varepsilon}}\left(\nabla \Phi_{k}\right)(X-Y) \times \vec{f}(Y) d \sigma(Y), \tag{6.5.6}
\end{equation*}
$$

at $\sigma$-almost any $X \in \partial \Omega$. In particular, if $M_{k}$ is the magnetostatics (or, magnetic dipole) layer potential defined in (6.1.36), then

$$
\begin{equation*}
\nu \times\left.\left(\operatorname{curl} \mathcal{S}_{k} \vec{f}\right)\right|_{\partial \Omega_{ \pm}}=\left( \pm \frac{1}{2}+M_{k}\right) \vec{f}, \quad \forall \vec{f} \in L_{\tan }^{p}(\partial \Omega, d \sigma), \tag{6.5.7}
\end{equation*}
$$

whenever $1<p<\infty$.
We shall now define function spaces which are well suited to the Maxwell system. To this end, recall the space $L_{\mathrm{tan}}^{p}(\partial \Omega, d \sigma)$ introduced in (6.1.32) and then set

$$
\begin{equation*}
L_{\tan }^{p, \operatorname{Div}}(\partial \Omega, d \sigma):=\left\{\vec{f} \in L_{\tan }^{p}(\partial \Omega, d \sigma): \operatorname{Div} \vec{f} \in L^{p}(\partial \Omega, d \sigma)\right\} \tag{6.5.8}
\end{equation*}
$$

For each $p \in(1, \infty)$, this becomes a Banach space when equipped with the natural norm,

$$
\begin{equation*}
\left.\|\vec{f}\|_{L_{\tan }^{p, \operatorname{Div}}(\partial \Omega, d \sigma)}:=\|\vec{f}\|_{\left[L^{p}(\partial \Omega, d \sigma)\right.}\right]^{3}+\|\operatorname{Div} \vec{f}\|_{L^{p}(\partial \Omega, d \sigma)} \tag{6.5.9}
\end{equation*}
$$

Above, Div is the surface divergence operator which we now proceed to define. Specifically, if $\vec{f} \in L_{\text {tan }}^{p}(\partial \Omega, d \sigma)$, consider the functional Div $\vec{f}$ acting on $\left\{\left.\varphi\right|_{\partial \Omega}: \varphi \in C^{1}\right.$ near $\left.\partial \Omega\right\}$ according to

$$
\begin{equation*}
\left\langle\operatorname{Div} \vec{f},\left(\left.\varphi\right|_{\partial \Omega}\right)\right\rangle:=-\int_{\partial \Omega}\left\langle\vec{f}, \nabla_{\tan }\left(\left.\varphi\right|_{\partial \Omega}\right)\right\rangle d \sigma \tag{6.5.10}
\end{equation*}
$$

In particular, whenever $\vec{f} \in L_{\text {tan }}^{p, \operatorname{Div}}(\partial \Omega, d \sigma)$ and $\varphi$ is a scalar function, of class $C^{1}$ near $\partial \Omega$,

$$
\begin{equation*}
\int_{\partial \Omega}(\operatorname{Div} \vec{f}) \varphi d \sigma=-\int_{\partial \Omega}\left\langle\vec{f}, \nabla_{\tan } \varphi\right\rangle d \sigma . \tag{6.5.11}
\end{equation*}
$$

Lemma 6.5.2 If $\vec{u} \in C^{1}\left(\Omega, \mathbb{R}^{3}\right)$ is a vector field satisfying

$$
\begin{equation*}
\mathcal{N}(\vec{u}), \mathcal{N}(\operatorname{curl} \vec{u}) \in L^{p}(\partial \Omega, d \sigma),\left.\quad \exists \vec{u}\right|_{\partial \Omega},\left.\quad \exists(\operatorname{curl} \vec{u})\right|_{\partial \Omega}, \tag{6.5.12}
\end{equation*}
$$

for some $p \in(1, \infty)$, then $\nu \times\left(\left.\vec{u}\right|_{\partial \Omega}\right) \in L_{\mathrm{tan}}^{p, \text { Div }}(\partial \Omega, d \sigma)$ and

$$
\begin{equation*}
\operatorname{Div}\left[\nu \times\left(\left.\vec{u}\right|_{\partial \Omega}\right)\right]=-\left\langle\nu,\left.(\operatorname{curl} \vec{u})\right|_{\partial \Omega}\right\rangle \tag{6.5.13}
\end{equation*}
$$

Proof. For each scalar-valued function $\varphi$ which is of class $C^{1}$ near $\bar{\Omega}$, we may use Proposition 3.2.5 and Theorem 2.3.1 in order to write

$$
\begin{align*}
\int_{\partial \Omega}\left\langle\nu \times\left(\left.\vec{u}\right|_{\partial \Omega}\right), \nabla_{\tan } \varphi\right\rangle d \sigma & =\int_{\partial \Omega}\langle\nu \times(\vec{u} \mid \partial \Omega), \nabla \varphi\rangle d \sigma \\
& =\int_{\Omega}\langle\operatorname{curl} \vec{u}, \nabla \varphi\rangle d X \\
& =\int_{\partial \Omega}\left\langle\nu,\left.(\operatorname{curl} \vec{u})\right|_{\partial \Omega}\right\rangle \varphi d \sigma . \tag{6.5.14}
\end{align*}
$$

This proves (6.5.13).
Next we study the action of the surface divergence operator in connection with the boundary integral operators introduced above.

Proposition 6.5.3 Let $\Omega, k, p$, be as before. Then for each $\vec{f} \in L_{\mathrm{tan}}^{p, \operatorname{Div}}(\partial \Omega, d \sigma)$ we have

$$
\begin{equation*}
\operatorname{div}\left(\mathcal{S}_{k} \vec{f}\right)=\mathcal{S}_{k}(\operatorname{Div} \vec{f}) \quad \text { in } \mathbb{R}^{3} \backslash \partial \Omega \tag{6.5.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Div}\left(M_{k} \vec{f}\right)=-k^{2}\left\langle\nu, S_{k} \vec{f}\right\rangle-K_{k}^{*}(\operatorname{Div} \vec{f}) \quad \text { on } \quad \partial \Omega . \tag{6.5.16}
\end{equation*}
$$

In particular, for every $k \in \mathbb{C}$, the operator $M_{k}$ is well-defined and bounded on the space (6.5.8).
Proof. For an arbitrary point $X \in \mathbb{R}^{3} \backslash \partial \Omega$ we may write, based on the tangentiality of $\vec{f}$ and (6.5.10),

$$
\begin{align*}
\left(\operatorname{div} \mathcal{S}_{k} \vec{f}\right)(X) & =-\int_{\partial \Omega}\left\langle\left(\nabla \Phi_{k}\right)(X-Y), \vec{f}(Y)\right\rangle d \sigma(Y) \\
& =-\int_{\partial \Omega}\left\langle\left(\nabla_{\tan } \Phi_{k}\right)(X-Y), \vec{f}(Y)\right\rangle d \sigma(Y) \\
& =\int_{\partial \Omega} \Phi_{k}(X-Y)(\operatorname{Div} \vec{f})(Y) d \sigma(Y) \\
& =\mathcal{S}_{k}(\operatorname{Div} \vec{f})(X) \tag{6.5.17}
\end{align*}
$$

which proves (6.5.15). As for (6.5.16), if $\vec{u}:=\operatorname{curl}\left(\mathcal{S}_{k} \vec{f}\right)$ in $\Omega$, then

$$
\begin{equation*}
\mathcal{N}(\vec{u}) \in L^{p}(\partial \Omega, d \sigma) \text { and }\left.\vec{u}\right|_{\partial \Omega} \text { exists, } \tag{6.5.18}
\end{equation*}
$$

by the jump relations of $\S 3$. In fact, by Proposition 6.5.1,

$$
\begin{equation*}
\nu \times\left.\vec{u}\right|_{\partial \Omega}=\left(\frac{1}{2} I+M_{k}\right) \vec{f} . \tag{6.5.19}
\end{equation*}
$$

Next, making use of the identity

$$
\begin{equation*}
\operatorname{curl} \operatorname{curl}=-\Delta+\nabla \operatorname{div} \tag{6.5.20}
\end{equation*}
$$

and (6.5.15), we compute

$$
\begin{equation*}
\operatorname{curl} \vec{u}=-\Delta \mathcal{S}_{k} \vec{f}+\nabla \operatorname{div} \mathcal{S}_{k} \vec{f}=k^{2} \mathcal{S}_{k} \vec{f}+\nabla \mathcal{S}_{k}(\operatorname{Div} \vec{f}) \tag{6.5.21}
\end{equation*}
$$

Thus, in addition to (6.5.18), $\vec{u}$ also satisfies

$$
\begin{equation*}
\mathcal{N}(\operatorname{curl} \vec{u}) \in L^{p}(\partial \Omega, d \sigma) \text { and }\left.(\operatorname{curl} \vec{u})\right|_{\partial \Omega} \text { exists. } \tag{6.5.22}
\end{equation*}
$$

Let us also note here that, as a consequence of (6.5.21) and (6.5.2)-(6.5.3),

$$
\begin{equation*}
\left\langle\nu,\left.(\operatorname{curl} \vec{u})\right|_{\partial \Omega}\right\rangle=k^{2}\left\langle\nu, S_{k} \vec{f}\right\rangle+\left(-\frac{1}{2} I+K_{k}^{*}\right)(\operatorname{Div} \vec{f}) . \tag{6.5.23}
\end{equation*}
$$

In turn, properties (6.5.18), (6.5.22) allow us to employ Lemma 6.5.2. In concert with (6.5.19) and (6.5.23), this implies that $M_{k} \vec{f} \in L_{\text {tan }}^{p, \text { Div }}(\partial \Omega, d \sigma)$ and the identity (6.5.16) holds.

Lemma 6.5.4 Let $\Omega$ and $k$ be as before. Then for each $f \in L_{1}^{p}(\partial \Omega, d \sigma), 1<p<\infty$,

$$
\begin{equation*}
\operatorname{curl} \mathcal{S}_{k}(f \nu)=\mathcal{S}_{k}\left(\nu \times \nabla_{\tan } f\right) \quad \text { in } \mathbb{R}^{3} \backslash \partial \Omega \tag{6.5.24}
\end{equation*}
$$

Furthermore, for any $f \in L_{1}^{p}(\partial \Omega, d \sigma), 1<p<\infty$, we have that

$$
\begin{equation*}
\nu \times \nabla_{\tan } K_{k} f=k^{2} \nu \times S_{k}(f \nu)+M_{k}\left(\nu \times \nabla_{\tan } f\right) . \tag{6.5.25}
\end{equation*}
$$

Proof. If $f \in L_{1}^{p}(\partial \Omega, d \sigma)$ then

$$
\begin{align*}
\nu \times \nabla_{\tan } f= & {\left[\nu_{2}\left(\nabla_{\tan } f\right)_{3}-\nu_{3}\left(\nabla_{\tan } f\right)_{2}\right] e_{1}+\left[\nu_{3}\left(\nabla_{\tan } f\right)_{1}-\nu_{1}\left(\nabla_{\tan } f\right)_{3}\right] e_{2} } \\
& +\left[\nu_{1}\left(\nabla_{\tan } f\right)_{2}-\nu_{2}\left(\nabla_{\tan } f\right)_{1}\right] e_{3} \\
= & \left(\partial_{\tau_{23}} f, \partial_{\tau_{31}} f, \partial_{\tau_{12}} f\right), \tag{6.5.26}
\end{align*}
$$

where the first equality is the definition of the cross-product in $\mathbb{R}^{3}$ (with $e_{j}, 1 \leq j \leq 3$, the canonical orthonormal basis there), while the second one follows from (3.6.43). Consequently, for each $X \in \mathbb{R}^{3} \backslash \partial \Omega$,

$$
\begin{align*}
\left(\mathcal{S}_{k}\left(\nu \times \nabla_{\tan } f\right)\right)_{1}(X) & =\int_{\partial \Omega} \Phi_{k}(X-Y)\left(\partial_{\tau_{23}} f\right)(Y) d \sigma_{Y} \\
& =\int_{\partial \Omega}\left[\nu_{2}(Y)\left(\partial_{3} \Phi_{k}\right)(X-Y)-\nu_{3}(Y)\left(\partial_{2} \Phi_{k}\right)(X-Y)\right] f(Y) d \sigma_{Y}, \\
\left(\mathcal{S}_{k}\left(\nu \times \nabla_{\tan } f\right)\right)_{2}(X) & =\int_{\partial \Omega} \Phi_{k}(X-Y)\left(\partial_{\tau_{31}} f\right)(Y) d \sigma_{Y}  \tag{6.5.27}\\
& =\int_{\partial \Omega}\left[\nu_{3}(Y)\left(\partial_{1} \Phi_{k}\right)(X-Y)-\nu_{1}(Y)\left(\partial_{3} \Phi_{k}\right)(X-Y)\right] f(Y) d \sigma_{Y}, \\
\left(\mathcal{S}_{k}\left(\nu \times \nabla_{\tan } f\right)\right)_{3}(X) & =\int_{\partial \Omega} \Phi_{k}(X-Y)\left(\partial_{\tau_{12}} f\right)(Y) d \sigma_{Y} \\
& =\int_{\partial \Omega}\left[\nu_{1}(Y)\left(\partial_{2} \Phi_{k}\right)(X-Y)-\nu_{2}(Y)\left(\partial_{1} \Phi_{k}\right)(X-Y)\right] f(Y) d \sigma_{Y},
\end{align*}
$$

so that

$$
\begin{align*}
\mathcal{S}_{k}\left(\nu \times \nabla_{\tan } f\right)(X) & =\int_{\partial \Omega}\left[\left(\nabla \Phi_{k}\right)(X-Y) \times \nu(Y)\right] f(Y) d \sigma_{Y} \\
& =\operatorname{curl} \mathcal{S}_{k}(f \nu)(X), \tag{6.5.28}
\end{align*}
$$

proving (6.5.24). With this in hand, we may then compute

$$
\begin{align*}
\nabla \mathcal{D}_{k} f & =-\nabla \operatorname{div} \mathcal{S}_{k}(f \nu)=-(\Delta+\operatorname{curl} \operatorname{curl}) \mathcal{S}_{k}(f \nu) \\
& =k^{2} \mathcal{S}_{k}(f \nu)+\operatorname{curl} \mathcal{S}_{k}\left(\nu \times \nabla_{\tan } f\right), \tag{6.5.29}
\end{align*}
$$

where the last equality uses (6.5.24). Going to the boundary and taking $\nu \times$ of both sides of (6.5.29) yields (6.5.25).

Proposition 6.5.5 Assume that $\Omega \subset \mathbb{R}^{3}$ is a bounded UR domain. Then the operator $\lambda I+M_{k}$ is injective on $L_{\mathrm{tan}}^{2, \text { Div }}(\partial \Omega, d \sigma)$ granted that either

$$
\begin{equation*}
k \in \mathbb{C} \text { has } \operatorname{Im} k>0 \text { and } \lambda \in \mathbb{R} \text { has }|\lambda| \geq \frac{1}{2} \tag{6.5.30}
\end{equation*}
$$

or

$$
\begin{equation*}
k \in \mathbb{R} \backslash\{0\} \text { and } \lambda \in\left(-\infty,-\frac{1}{2}\right) \cup\left(\frac{1}{2}, \infty\right) \tag{6.5.31}
\end{equation*}
$$

Proof. Let $\vec{f} \in L_{\text {tan }}^{2, \text { Div }}(\partial \Omega, d \sigma)$ be such that $\left(\lambda I+M_{k}\right) \vec{f}=0$. Our goal is to show that $\vec{f}=0$. We shall prove this by analyzing several cases. Assume first that $k \in \mathbb{C}$ has $\operatorname{Im} k>0$ and that $\lambda \in\left(\frac{1}{2}, \infty\right)$. Set

$$
\begin{equation*}
E^{ \pm}:=\operatorname{curl} \mathcal{S}_{k} \vec{f}, \quad H^{ \pm}:=\frac{1}{\sqrt{-1} k} \operatorname{curl} E^{ \pm} \quad \text { in } \Omega_{ \pm} \tag{6.5.32}
\end{equation*}
$$

so that

$$
\begin{align*}
& \left(\Delta+k^{2}\right) E^{ \pm}=\left(\Delta+k^{2}\right) H^{ \pm}=0 \text { in } \Omega_{ \pm}  \tag{6.5.33}\\
& H^{ \pm}=\frac{1}{\sqrt{-1} k}\left(k^{2} \mathcal{S}_{k} \vec{f}+\nabla \mathcal{S}_{k}(\operatorname{Div} \vec{f})\right) \text { in } \Omega_{ \pm},  \tag{6.5.34}\\
& \mathcal{N}\left(E^{ \pm}\right), \mathcal{N}\left(H^{ \pm}\right) \in L^{2}(\partial \Omega, d \sigma) \text { and }\left.\exists E^{ \pm}\right|_{\partial \Omega^{\prime}},\left.\quad \exists H^{ \pm}\right|_{\partial \Omega^{\prime}}  \tag{6.5.35}\\
& \operatorname{curl} E^{ \pm}=\sqrt{-1} k H^{ \pm} \quad \text { and } \quad \operatorname{curl} H^{ \pm}=-\sqrt{-1} k E^{ \pm} \quad \text { in } \Omega_{ \pm} . \tag{6.5.36}
\end{align*}
$$

In particular, from (6.5.32), (6.5.34), and the fact that $\operatorname{Im} k>0$, the fields $E^{-}, H^{-}$decay exponentially at infinity, so that Green's formula works both in $\Omega_{+}$and $\Omega_{-}$. Thus Theorem 2.3.1, whose applicability is ensured by (6.5.33), (6.5.35) and (6.5.36), then allows us to write

$$
\begin{align*}
& \pm \int_{\partial \Omega}\left\langle\nu \times\left(E^{ \pm}\right)^{c}, \operatorname{curl} E^{ \pm}\right\rangle d \sigma=\int_{\Omega_{ \pm}}\left[\left|\operatorname{curl} E^{ \pm}\right|^{2}-k^{2}\left|E^{ \pm}\right|^{2}\right] d X,  \tag{6.5.37}\\
& \pm \int_{\partial \Omega}\left\langle\nu \times\left(H^{ \pm}\right)^{c}, \operatorname{curl} H^{ \pm}\right\rangle d \sigma=\int_{\Omega_{ \pm}}\left[\left|\operatorname{curl} H^{ \pm}\right|^{2}-k^{2}\left|H^{ \pm}\right|^{2}\right] d X, \tag{6.5.38}
\end{align*}
$$

where the superscript $c$ indicates complex conjugation. We continue by noting that (6.5.34) implies

$$
\begin{equation*}
\nu \times\left. H^{+}\right|_{\partial \Omega}=\nu \times\left. H^{-}\right|_{\partial \Omega} \text { on } \partial \Omega . \tag{6.5.39}
\end{equation*}
$$

Furthermore, if

$$
\begin{equation*}
\mu:=\frac{2 \lambda-1}{2 \lambda+1} \in(0,1) \tag{6.5.40}
\end{equation*}
$$

then

$$
\begin{align*}
\nu \times\left. E^{+}\right|_{\partial \Omega}-\mu \nu \times\left. E^{-}\right|_{\partial \Omega} & =\left(\frac{1}{2} I+M_{k}\right) \vec{f}-\mu\left(-\frac{1}{2} I+M_{k}\right) \vec{f} \\
& =(1-\mu)\left(\lambda I+M_{k}\right) \vec{f}=0 \quad \text { on } \partial \Omega . \tag{6.5.41}
\end{align*}
$$

Hence, for the choice (6.5.40),

$$
\begin{equation*}
\nu \times\left. E^{+}\right|_{\partial \Omega}=\mu \nu \times\left. E^{-}\right|_{\partial \Omega} \text { on } \partial \Omega . \tag{6.5.42}
\end{equation*}
$$

Using (6.5.37), (6.5.39), (6.5.42), we may now write

$$
\begin{align*}
\int_{\Omega_{+}}\left[\left|\operatorname{curl} E^{+}\right|^{2}-k^{2}\left|E^{+}\right|^{2}\right] d X & =\int_{\partial \Omega}\left\langle\nu \times\left(E^{+}\right)^{c}, \operatorname{curl} E^{+}\right\rangle d \sigma \\
& =\mu \int_{\partial \Omega}\left\langle\nu \times\left(E^{-}\right)^{c}, \operatorname{curl} E^{-}\right\rangle d \sigma \\
& =-\mu \int_{\Omega_{-}}\left[\left|\operatorname{curl} E^{-}\right|^{2}-k^{2}\left|E^{-}\right|^{2}\right] d X \tag{6.5.43}
\end{align*}
$$

Thus,

$$
\begin{equation*}
\int_{\Omega_{+}}\left[\left|\operatorname{curl} E^{+}\right|^{2}-k^{2}\left|E^{+}\right|^{2}\right] d X=-\mu \int_{\Omega_{-}}\left[\left|\operatorname{curl} E^{-}\right|^{2}-k^{2}\left|E^{-}\right|^{2}\right] d X \tag{6.5.44}
\end{equation*}
$$

and, similarly,

$$
\begin{equation*}
\int_{\Omega_{+}}\left[\left|\operatorname{curl} H^{+}\right|^{2}-k^{2}\left|H^{+}\right|^{2}\right] d X=-\mu \int_{\Omega_{-}}\left[\left|\operatorname{curl} H^{-}\right|^{2}-k^{2}\left|H^{-}\right|^{2}\right] d X \tag{6.5.45}
\end{equation*}
$$

Use now (6.5.36) to re-write (6.5.45) in terms of the electric fields $E^{ \pm}$, obtaining

$$
\begin{equation*}
\int_{\Omega_{+}}\left[\left|k^{2}\right|\left|E^{+}\right|^{2}-\frac{k^{2}}{|k|^{2}}\left|\operatorname{curl} E^{+}\right|^{2}\right] d X=-\mu \int_{\Omega_{-}}\left[|k|^{2}\left|E^{-}\right|^{2}-\frac{k^{2}}{|k|^{2}}\left|\operatorname{curl} E^{-}\right|^{2}\right] d X \tag{6.5.46}
\end{equation*}
$$

Finally, combining (6.5.44) with (6.5.46) we arrive at

$$
\begin{align*}
k^{2}\left[\int_{\Omega_{+}}\left|E^{+}\right|^{2} d X+\mu \int_{\Omega_{-}}\left|E^{-}\right|^{2} d X\right] & =\int_{\Omega_{+}}\left|\operatorname{curl} E^{+}\right|^{2} d X+\mu \int_{\Omega_{-}}\left|\operatorname{curl} E^{-}\right|^{2} d X \\
& =\frac{|k|^{2}}{k^{2}}\left[\int_{\Omega_{+}}\left|E^{+}\right|^{2} d X+\mu \int_{\Omega_{-}}\left|E^{-}\right|^{2} d X\right] \tag{6.5.47}
\end{align*}
$$

or, equivalently,

$$
\begin{equation*}
\left(k^{4}-|k|^{4}\right)\left[\int_{\Omega_{+}}\left|E^{+}\right|^{2} d X+\mu \int_{\Omega_{-}}\left|E^{-}\right|^{2} d X\right]=0 \tag{6.5.48}
\end{equation*}
$$

If, on the one hand, the expression in the brackets vanishes then $E^{ \pm}=0$ in $\Omega_{ \pm}$and, hence,

$$
\begin{equation*}
0=\nu \times\left. E^{+}\right|_{\partial \Omega}-\nu \times\left. E^{-}\right|_{\partial \Omega}=\vec{f} \tag{6.5.49}
\end{equation*}
$$

as desired. If, on the other hand, $k^{4}-|k|^{4}=0$, then since $\operatorname{Im} k>0$ it follows that $k \in \sqrt{-1} \mathbb{R}_{+}$. In this scenario, we return to (6.5.37) and denote by $A_{ \pm}$the right-hand side of this identity. The assumption $k \in \sqrt{-1} \mathbb{R}_{+}$entails $A_{ \pm} \geq 0$ and we may also assume that $A_{+}+A_{-}>0$ (otherwise (6.5.49) holds). Since $\nu \times\left(\left.E^{ \pm}\right|_{\partial \Omega}\right)=\left( \pm \frac{1}{2} I+M_{k}\right) \vec{f}=\left(-\lambda \pm \frac{1}{2}\right) \vec{f}$, this becomes

$$
\begin{equation*}
\left(\mp \lambda+\frac{1}{2}\right) \int_{\partial \Omega}\left\langle\vec{f}, \operatorname{curl} E^{ \pm}\right\rangle d \sigma=A_{ \pm} \tag{6.5.50}
\end{equation*}
$$

Going further, we note that by (6.5.36) and (6.5.39) the vector fields (curl $\left.E^{+}\right)\left.\right|_{\partial \Omega}$ and $\left.\left(\operatorname{curl} E^{-}\right)\right|_{\partial \Omega}$ have the same tangential components. Thus, $\int_{\partial \Omega}\left\langle\vec{f}, \operatorname{curl} E^{+}\right\rangle d \sigma=\int_{\partial \Omega}\left\langle\vec{f}, \operatorname{curl} E^{-}\right\rangle d \sigma$, since $\vec{f}$ is tangential. If these integrals vanish, then $A_{ \pm}=0$ and we may once again conclude that $\vec{f}=0$ as in (6.5.49). If they are different from zero, taking the quotient of the two versions of (6.5.50) gives, after some elementary algebra,

$$
\begin{equation*}
\lambda=\frac{1}{2} \frac{A_{-}-A_{+}}{A_{+}+A_{-}} . \tag{6.5.51}
\end{equation*}
$$

Thus, necessarily, $\lambda \leq \frac{1}{2}$, contradicting our original assumption.
In summary, the above reasoning shows that the operator $\lambda I+M_{k}$ is injective on $L_{\text {tan }}^{2, \text { Div }}(\partial \Omega, d \sigma)$ whenever $\lambda \in\left(\frac{1}{2}, \infty\right)$. The case $\lambda \in\left(-\infty,-\frac{1}{2}\right)$ can be treated similarly, and we now turn to the task of proving that $\pm \frac{1}{2} I+M_{k}$ are injective on $L_{\text {tan }}^{2, \text { Div }}(\partial \Omega, d \sigma)$ while retaining the assumption that $\operatorname{Im} k>$ 0 . We shall consider in detail the case of the operator $\frac{1}{2} I+M_{k}$ since, again, $-\frac{1}{2} I+M_{k}$ is handled analogously. To this end, if $\vec{f} \in L_{\tan }^{2, \operatorname{Div}}(\partial \Omega, d \sigma)$ is such that $\left(\frac{1}{2} I+M_{k}\right) \vec{f}=0$, define $E^{ \pm}, H^{ \pm}$as in (6.5.32) and notice that, this time, $\nu \times E^{+}=0$. Then (6.5.37) gives $\int_{\Omega}\left[|k|^{2}\left|H^{+}\right|-k^{2}\left|E^{+}\right|^{2}\right] d X=0$ and by inspecting the real and imaginary parts, it follows that either $H^{+}=0$ or $E^{+}=0$ in $\Omega_{+}$. Based on this and (6.5.36), we then have $E^{+}=H^{+}=0$ in $\Omega_{+}$. Next, (6.5.39) gives $\nu \times H^{-}=0$ in $\Omega_{-}$and by performing the same type of analysis and before we arrive at the conclusion that $E^{-}=H^{-}=0$ in $\Omega_{-}$. Hence, ultimately, $\vec{f}=0$ from (6.5.42). This finishes the proof of the proposition under the hypotheses listed in (6.5.30).

Next, assume that the conditions in (6.5.31) hold. In this scenario, the expression $\exp (\sqrt{-1} k|X|)$ intervening in (6.1.34) is only oscillatory in nature. Hence the decay of $E^{-}, H^{-}$at infinity, far from being exponential, is more subtle and this prevents us from writing the versions of the identities (6.5.37)-(6.5.38) for the unbounded domain $\Omega_{-}$. Indeed, if $k \in \mathbb{R} \backslash\{0\}$, then (6.5.32), (6.5.34) only give

$$
\begin{align*}
& H^{-}(X) \times(X /|X|)-|X| E^{-}(X)=o(1), \\
& E^{-}(X) \times(X /|X|)+|X| H^{-}(X)=o(1), \quad \text { as }|X| \rightarrow \infty,
\end{align*}
$$

uniformly in all directions in $\mathbb{R}^{3}$. These are the so-called Silver-Müller radiation conditions and are known to be equivalent (cf. the discussion on pp. 154-156 of [25]) to

$$
\begin{equation*}
\int_{|X|=R}\left|E^{-} \times \nu+H^{-}\right|^{2} d \sigma=o(1), \quad \int_{|X|=R}\left|H^{-} \times \nu-E^{-}\right|^{2} d \sigma=o(1) \quad \text { as } \quad R \rightarrow \infty \tag{6.5.53}
\end{equation*}
$$

and even to the seemingly much weaker conditions

$$
\begin{equation*}
\int_{|X|=R}\left|E^{-}\right|^{2} d \sigma=O(1), \quad \int_{|X|=R}\left|H^{-}\right|^{2} d \sigma=O(1), \quad \text { as } \quad R \rightarrow \infty . \tag{6.5.54}
\end{equation*}
$$

To illustrate the delicate balance between various radiation-type conditions, it is worth comparing (6.5.54) with the celebrated Rellich lemma (cf., e.g., Lemma 2.11 on p. 31 in [25]) according to which

$$
\left.\begin{array}{l}
\left(\Delta+k^{2}\right) u=0 \text { in a connected, open neighborhood of infinity } \\
\text { where } k \in \mathbb{R} \backslash\{0\} \text { and } \int_{|X|=R}|u|^{2} d \sigma=o(1) \text { as } R \rightarrow \infty, \quad \Longrightarrow u \equiv 0 . . . ~ . ~ . ~ \tag{6.5.55}
\end{array}\right\}
$$

Returning to the mainstream discussion, we write

$$
\begin{align*}
\lim _{R \rightarrow \infty} \int_{|X|=R} & {\left[\left|H^{-} \times \nu\right|^{2}+\left|E^{-}\right|^{2}\right] d \sigma } \\
& =\lim _{R \rightarrow \infty}\left(\int_{|X|=R}\left|H^{-} \times \nu-E^{-}\right|^{2} d \sigma+2 \operatorname{Re} \int_{|X|=R}\left\langle\nu \times\left(E^{-}\right)^{c}, H^{-}\right\rangle d \sigma\right) \\
& =\lim _{R \rightarrow \infty} 2 \operatorname{Re} \int_{|X|=R}\left\langle\nu \times\left(E^{-}\right)^{c}, H^{-}\right\rangle d \sigma \\
& =\lim _{R \rightarrow \infty} 2 \operatorname{Re}\left(\int_{\partial \Omega}\left\langle\nu \times\left(E^{-}\right)^{c}, H^{-}\right\rangle d \sigma+\sqrt{-1} k \int_{B(0, R) \backslash \bar{\Omega}}\left[\left|H^{-}\right|^{2}-\left|E^{-}\right|^{2}\right] d X\right) \\
& =2 \operatorname{Re} \int_{\partial \Omega}\left\langle\nu \times\left(E^{-}\right)^{c}, H^{-}\right\rangle d \sigma \\
& =2 \mu \operatorname{Re} \int_{\partial \Omega}\left\langle\nu \times\left(E^{+}\right)^{c}, H^{+}\right\rangle d \sigma \\
& =2 \mu \operatorname{Re}\left(\sqrt{-1} k^{-1} \int_{\Omega}\left[\left|\operatorname{curl} E^{+}\right|^{2}-k^{2}\left|E^{+}\right|^{2}\right] d X\right) \\
& =0 . \tag{6.5.56}
\end{align*}
$$

The first equality above is obtained by expanding $\left|H^{-} \times \nu-E^{-}\right|^{2}$, while the second one is a consequence of (6.5.53). The third equality is a consequence of (6.5.36) and the version of (6.5.37) written for the bounded domain $B(0, R) \backslash \bar{\Omega}$ (here, Theorem 2.3.1 and Proposition 3.2.5 are also implicitly used). The forth equality rests on the observation that the solid integral, as well as the wave number $k$ are real. The fifth equality employs the identities (6.5.39) and (6.5.42). The sixth equality is the version of (6.5.37) corresponding to the sign plus. Finally, the last equality uses once again the fact that the solid integral, along with the wave number $k$, are real numbers.

Having justified (6.5.56), we may now deduce from this and (6.5.55) that $E^{-}$vanishes in $\Omega_{-}$, at least if $\Omega_{-}$is connected. The general case (i.e., when no topological assumption is made on $\Omega_{-}$) is proved in a similar manner by working with the connected components of $\Omega_{-}$and using the unique continuation property for the Helmholtz operator $\Delta+k^{2}$. See the proof of Theorem 2.1 in [85] for details in somewhat similar circumstances.

Altogether, the above reasoning shows that $E^{-}=0$ in $\Omega_{-}$. This, (6.5.42) and (6.5.49) now prove that $\vec{f}=0$, as wanted. This concludes the proof of the proposition.

Theorem 6.5.6 Assume that $\Omega \subset \mathbb{R}^{3}$ is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Then for every $k \in \mathbb{C}$ with $\operatorname{Im} k \geq 0, p \in(1, \infty)$ and $\lambda \in \mathbb{R} \backslash\{0\}$ there exists a small $\delta>0$, depending only on $\lambda, k, p$ and the geometry of $\Omega$, with the property that

$$
\begin{align*}
& \operatorname{dist}(\nu, \operatorname{VMO}(\partial \Omega, d \sigma))<\delta \Longrightarrow \\
& \quad \lambda I+M_{k} \text { is Fredholm with index zero on } L_{\mathrm{tan}}^{p, \operatorname{Div}}(\partial \Omega, d \sigma) . \tag{6.5.57}
\end{align*}
$$

Furthermore, under the same background hypotheses, the following implication is valid for every $p \in(1, \infty)$ :
$\Omega$ is a regular $S K T$ domain $\Longrightarrow$

$$
\begin{equation*}
M_{k}: L_{\tan }^{p, \operatorname{Div}}(\partial \Omega, d \sigma) \longrightarrow L_{\mathrm{tan}}^{p, \operatorname{Div}}(\partial \Omega, d \sigma) \text { is a compact operator. } \tag{6.5.58}
\end{equation*}
$$

Proof. The claim in (6.5.57) is proved much as in Theorem 6.2.3, with the help of the identity (6.5.16) and Theorem 4.5.1. The claim in (6.5.58) is a direct consequence of the identity (6.5.16) and Theorem 4.5.1.

Theorem 6.5.7 Assume that $\Omega \subset \mathbb{R}^{3}$ is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Also, fix $p \in(1, \infty)$ along with some $\lambda \in\left(-\infty,-\frac{1}{2}\right] \cup\left[\frac{1}{2}, \infty\right)$. Then there exist $\varepsilon>0$ and a sequence of complex numbers $\left\{\zeta_{j}\right\}_{j}$ (depending only on $p$, $\lambda$ and the geometry of $\Omega)$ with $\operatorname{Im} \zeta_{j} \leq 0$ and no finite accumulation points, and such that for each $k \in \mathbb{C} \backslash\left\{\zeta_{j}\right\}_{j}$ the operator

$$
\begin{equation*}
\lambda I+M_{k}: L_{\mathrm{tan}}^{p, \mathrm{Div}}(\partial \Omega, d \sigma) \longrightarrow L_{\mathrm{tan}}^{p, \mathrm{Div}}(\partial \Omega, d \sigma) \tag{6.5.59}
\end{equation*}
$$

is invertible if $\Omega$ is an $\varepsilon$-regular SKT domain. Moreover, when $\lambda \in\left(-\infty,-\frac{1}{2}\right) \cup\left(\frac{1}{2}, \infty\right)$, then all $\zeta_{j}$ 's satisfy $\operatorname{Im} \zeta_{j}<0$.

Proof. To begin with, Theorem 6.5.6, Proposition 6.5.5 and standard Fredholm theory give that the operator (6.5.59) is an isomorphism when $p=2$ for every $k \in \mathbb{C}$ with $\operatorname{Im} k>0$. Next, fix $k_{o} \in \mathbb{C}$ with $\operatorname{Im} k_{o}>0, \lambda \in \mathbb{R}$ with $|\lambda| \geq \frac{1}{2}$ and, for each $k \in \mathbb{C}$ write

$$
\begin{equation*}
\lambda I+M_{k}=\lambda I+M_{k_{o}}+\left(M_{k}-M_{k_{o}}\right)=\left(\lambda I+M_{k_{o}}\right)^{-1}\left[I+\left(\lambda I+M_{k_{o}}\right)\left(M_{k}-M_{k_{o}}\right)\right] \tag{6.5.60}
\end{equation*}
$$

regarded as operators on $L_{\tan }^{2, \operatorname{Div}}(\partial \Omega, d \sigma)$. A useful observation is that $\lambda I+M_{k}$ is invertible on this space if and only if $I+\left(\lambda I+M_{k_{o}}\right)\left(M_{k}-M_{k_{o}}\right)$ is. Now, $M_{k}-M_{k_{o}}$ has a weakly singular kernel (since $\Phi_{k}-\Phi_{k_{o}}$ is, in fact, bounded). Also, from (6.5.16),

$$
\begin{equation*}
\operatorname{Div}\left(M_{k}-M_{k_{o}}\right) \vec{f}=-k^{2}\left\langle\nu, S_{k} \vec{f}\right\rangle+k_{o}^{2}\left\langle\nu, S_{k_{o}} \vec{f}\right\rangle-\left(K_{k}^{*}-K_{k_{o}}^{*}\right)(\operatorname{Div} \vec{f}) \tag{6.5.61}
\end{equation*}
$$

for every $\vec{f} \in L_{\tan }^{2, \mathrm{Div}}(\partial \Omega, d \sigma)$. Since $S_{k}, S_{k_{o}}$ and $K_{k}^{*}-K_{k_{o}}^{*}$ are also weakly singular integral operators, it follows that $M_{k}-M_{k_{o}}$ is compact on $L_{\text {tan }}^{2, D i v}(\partial \Omega, d \sigma)$. Hence, so is $\left(\lambda I+M_{k_{o}}\right)\left(M_{k}-M_{k_{o}}\right)$. Consider next the operator-valued holomorphic function

$$
\begin{equation*}
\mathbb{C} \ni k \mapsto \mathcal{A}(k):=\left(\lambda I+M_{k_{o}}\right)\left(M_{k}-M_{k_{o}}\right) \in \mathcal{L}\left(L_{\tan }^{2, \operatorname{Div}}(\partial \Omega, d \sigma)\right) \tag{6.5.62}
\end{equation*}
$$

and note that $\mathcal{A}\left(k_{o}\right)=0$. From the Analytic Fredholm Theorem (cf., e.g., [62]), it follows that $I+\mathcal{A}(k)$ has a bounded inverse on $L_{\tan }^{2, \operatorname{Div}}(\partial \Omega, d \sigma)$ except at isolated points $k \in \mathbb{C}$ which, in fact, are poles for the meromorphic function $(I+\mathcal{A}(k))^{-1}$. By Proposition 6.5 .5 (and an observation made earlier in the proof), these poles belong to the closed lower-half complex plane. Thus, the conclusion in the theorem corresponding to the case when $p=2$ follows.

Finally, having established the theorem in the case $p=2$, the general case $p \in(1, \infty)$ follows from this, Theorem 6.5.6 and standard Fredholm theory.

## 7 Second order elliptic systems: specific cases

With the material of $\S 6$ in place, we are ready to tackle the various elliptic boundary problems introduced there. Section 7.1 deals with boundary problems for the scalar Laplace operator, including the Dirichlet problem and the Neumann problem. In these cases, existence arguments are special cases of those in $\S 5.5-\S 5.6$. The major effort here is devoted to uniqueness proofs. Also the regularity problem, given Dirichlet data in $L_{1}^{p}(\partial \Omega, d \sigma)$, is analyzed. In addition, $\S 7.1$ treats transmission problems.

Section 7.2 is devoted to natural boundary problems for Stokes systems, $\S 7.3$ to boundary problems for Lamé systems, and $\S 7.4$ to boundary problems for Maxwell's equations. These subsections make heavy use of the material from $\S 6$.

### 7.1 Boundary value problems for the Laplacian

For a chord-arc domain $\Omega$ in the plane $\mathbb{R}^{2} \equiv \mathbb{C}$, Laurentiev [73] has proved, in effect, that the harmonic measure and the arc-length measure on the boundary are $A_{\infty}$ equivalent. This fact, as is well-known, is equivalent to the well-posedness of the Dirichlet problem

$$
\left\{\begin{array}{l}
\Delta u=0 \text { in } \Omega  \tag{7.1.1}\\
\mathcal{N}(u) \in L^{p}(\partial \Omega, d \sigma) \\
\left.u\right|_{\partial \Omega}=f \in L^{p}(\partial \Omega, d \sigma), \text { given }
\end{array}\right.
$$

whenever $p$ is sufficiently large. By further combining this with certain conformal mapping techniques developed in [63], it has been observed in [54] that one may also obtain the solvability of the Neumann and Regularity problems for the dual range of indices.

In the higher dimensional setting, if $\Omega$ is a bounded NTA domain whose boundary is Ahlfors regular, by combining the $A_{\infty}$ equivalence of the surface and harmonic measures on $\partial \Omega$ (cf. Proposition 3.1.16) with Theorem 5.8 on p. 105 in [55], it follows that (7.1.1) is well-posed if $p$ is sufficiently large.

The goal of this subsection is to explore the extent to which such results hold in the higher dimensional setting. In this context, as a substitute for the conformal mapping and harmonic measure techniques alluded to above, we shall rely on the method of boundary layer potentials. Our first result in this regard is as follows.

Theorem 7.1.1 Let $p_{o} \in(1, \infty)$ be given and assume that $\Omega \subset \mathbb{R}^{n+1}$ is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Then there exists $\varepsilon>0$ which depends only on $p_{o}, n$ and the John and Ahlfors regularity constants of $\Omega$, such that if $\Omega$ is an $\varepsilon$-regular SKT domain then the interior Dirichlet boundary value problem (7.1.1) is well-posed for every $p>p_{o}$.

Proof. This is a consequence of Theorem 7.1.2 below and interpolation with the case $p=\infty$, when the Maximum Principle applies.

Theorem 7.1.2, which is our main result here, treats the interior and exterior Dirichlet problems with data from $L^{p}(\partial \Omega, d \sigma)$ and $L_{1}^{p}(\partial \Omega, d \sigma), 1<p<\infty$, in the case when $\Omega$ is either a bounded $\varepsilon$-regular SKT domain, or the complement of the closure of such a domain.

Theorem 7.1.2 Assume that $p \in(1, \infty)$ is given and that $\Omega \subset \mathbb{R}^{n+1}$ is a bounded domain satisfying a two-sided local John condition and whose boundary is Ahlfors regular. Then there exists $\varepsilon>0$ which depends only on $p, n$ and the John and Ahlfors regularity constants of $\Omega$ with the following significance.

If $\Omega$ is an $\varepsilon$-regular SKT domain then the interior Dirichlet boundary value problem (7.1.1) has a unique solution. In addition, there exists a finite constant $C>0$ such that, for each $f \in L^{p}(\partial \Omega, d \sigma)$, the solution $u$ of (7.1.1) obeys the natural estimate

$$
\begin{equation*}
\|\mathcal{N}(u)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|f\|_{L^{p}(\partial \Omega, d \sigma)} \tag{7.1.2}
\end{equation*}
$$

and has the following regularity property:

$$
\begin{align*}
& f \in L_{1}^{p}(\partial \Omega, d \sigma) \Longrightarrow \mathcal{N}(\nabla u) \in L^{p}(\partial \Omega, d \sigma)  \tag{7.1.3}\\
& \text { and } \quad\|\mathcal{N}(\nabla u)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|f\|_{L_{1}^{p}(\partial \Omega, d \sigma)}
\end{align*}
$$

Similar results are valid for the exterior Dirichlet problem. When $n \geq 2$, this reads as follows. Given a function $f \in L^{p}(\partial \Omega, d \sigma)$ find $u \in C^{0}\left(\mathbb{R}^{n+1} \backslash \bar{\Omega}\right)$ such that

$$
\left\{\begin{array}{l}
\Delta u=0 \text { in } \mathbb{R}^{n+1} \backslash \bar{\Omega},  \tag{7.1.4}\\
\mathcal{N}(u) \in L^{p}(\partial \Omega, d \sigma),\left.u\right|_{\partial \Omega}=f \\
u(X)=O\left(|X|^{1-n}\right) \text { as }|X| \rightarrow \infty
\end{array}\right.
$$

In the case when $n=1$, the above decay condition should be changed to

$$
\begin{equation*}
u(X)=a \log |X|+O(1) \text { as }|X| \rightarrow \infty \tag{7.1.5}
\end{equation*}
$$

for some a priori given constant $a \in \mathbb{R}$. Also, the standard nontangential maximal operator $\mathcal{N}$ in (7.1.2) should be replaced by its truncated version $\mathcal{N}^{\delta}$ (defined as in (2.3.26) but for the domain $\Omega_{-}$in place of $\Omega$ ), for some arbitrary, fixed $\delta>0$, in which case the constant $C$ in (7.1.2) depends on $\delta$ as well.

Proof. We divide the proof into several steps, starting with
Step 1. The above interior and exterior Dirichlet problems are formulated in a meaningful fashion. By combining Theorem 6.4 on p. 81 in [55] with Theorem 2 on p. 842 in [31], it follows that the nontangential boundary trace $\left.u\right|_{\partial \Omega}$ exists for every harmonic function $u$ in a domain $\Omega$, as in the statement of the theorem, for which $\mathcal{N} u \in L^{p}(\partial \Omega, d \sigma)$. This shows that (7.1.1) is meaningful as stated. The argument for (7.1.4) is similar.

Step 2. Existence of a solution for the interior Dirichlet problem obeying the natural estimate (7.1.2) and the regularity property (7.1.3), in the case when $n \geq 2$. Relying on the fact that the operator (6.4.3) is invertible, we may take

$$
\begin{equation*}
u(X):=\mathcal{S}\left(S^{-1} f\right)(X), \quad X \in \Omega \tag{7.1.6}
\end{equation*}
$$

The fact that this is a solution of (7.1.1) which satisfies the estimate (7.1.2) is now a consequence of Proposition 3.6.4. When $f \in L_{1}^{p}(\partial \Omega, d \sigma)$, we may invoke (6.4.2) and Theorem 3.5.2 in order to conclude that, for the solution (7.1.6), the estimate (7.1.3) holds.
Step 3. Uniqueness for the interior Dirichlet problem when $n \geq 2$. To start the proof, fix $X \in \Omega$ and consider the following Green function

$$
\begin{equation*}
G(X, Y):=E(X-Y)-\mathcal{S}\left(S^{-1}\left(\left.E(X-\cdot)\right|_{\partial \Omega}\right)\right)(Y), \quad Y \in \Omega \tag{7.1.7}
\end{equation*}
$$

Then

$$
\begin{align*}
& G(X, \cdot) \in C^{\infty}(\Omega \backslash\{X\}), \quad \Delta_{Y} G(X, Y)=\delta_{X}(Y) \text { in } \Omega,\left.\quad G(X, \cdot)\right|_{\partial \Omega}=0,  \tag{7.1.8}\\
& \mathcal{N}^{\delta}\left(\nabla_{Y} G(X, \cdot)\right), \mathcal{N}^{\delta}(G(X, \cdot)) \in L^{p^{\prime}}(\partial \Omega, d \sigma), \quad \text { if } 0<\delta<\frac{1}{4} \operatorname{dist}(X, \partial \Omega) \tag{7.1.9}
\end{align*}
$$

where the truncated nontangential maximal function $\mathcal{N}^{\delta}$ has been introduced in (2.3.26), and $1 / p+1 / p^{\prime}=1$. Also, as in (2.3.6), for each $0<\delta<\operatorname{diam}(\Omega)$, consider the (one-sided) $\delta$-collar of the boundary, i.e., $\mathcal{O}_{\delta}:=\{Z \in \Omega: \operatorname{dist}(Z, \partial \Omega) \leq \delta\}$, and pick a family of functions $\psi_{\delta}$, indexed by $0<\delta<\frac{1}{4} \operatorname{dist}(X, \partial \Omega)$, with the following properties

$$
\begin{align*}
& \psi_{\delta} \in C_{0}^{\infty}(\Omega), \quad 0 \leq \psi_{\delta} \leq 1, \quad\left|\partial^{\alpha} \psi_{\delta}\right| \leq C_{\alpha} \delta^{-|\alpha|} \quad \forall \alpha,  \tag{7.1.10}\\
& \psi_{\delta} \equiv 1 \text { on } \Omega \backslash \mathcal{O}_{\delta} \quad \text { and } \quad \psi_{\delta} \equiv 0 \text { on } \mathcal{O}_{\delta / 2} \tag{7.1.11}
\end{align*}
$$

Such a family can be constructed by, e.g., further regularizing the functions $\chi_{\delta}$ introduced in (2.3.37). Let now $u$ be a solution for the homogeneous version of (7.1.1). Then, if $0<\delta<$ $\frac{1}{4} \operatorname{dist}(X, \partial \Omega), \psi_{\delta} u \in C_{0}^{\infty}(\Omega)$ and successive integrations by parts give, for $X \in \Omega \backslash \mathcal{O}_{\delta}$,

$$
\begin{align*}
u(X) & =\left(\psi_{\delta} u\right)(X)=\int_{\Omega} G(X, Y) \Delta_{Y}\left(\psi_{\delta} u\right)(Y) d Y \\
& =2 \int_{\Omega} G(X, Y)\left\langle\nabla \psi_{\delta}(Y), \nabla u(Y)\right\rangle d Y+\int_{\Omega} G(X, Y)\left(\Delta \psi_{\delta}\right)(Y) u(Y) d Y \\
& =-2 \int_{\Omega}\left\langle\nabla_{Y} G(X, Y),\left(\nabla \psi_{\delta}\right)(Y)\right\rangle u(Y) d Y-\int_{\Omega} G(X, Y)\left(\Delta \psi_{\delta}\right)(Y) u(Y) d Y \\
& =I+I I \tag{7.1.12}
\end{align*}
$$

since $\Delta u=0$ in $\Omega$ and $\psi_{\delta} \equiv 0$ near $\partial \Omega$. Next, if $1<p^{\prime}<\infty$ is such that $1 / p+1 / p^{\prime}=1$, based on (7.1.10)-(7.1.11) and (2.3.25), we may estimate

$$
\begin{align*}
|I| & \leq \frac{C}{\delta} \int_{\mathcal{O}_{\delta}}\left|\nabla_{Y} G(X, Y) \| u(Y)\right| d Y \leq C \int_{\partial \Omega} \mathcal{N}^{\delta}\left(\nabla_{Y} G(X, \cdot) u\right) d \sigma \\
& \leq C \int_{\partial \Omega} \mathcal{N}^{\delta}\left(\nabla_{Y} G(X, \cdot)\right) \mathcal{N}^{\delta}(u) d \sigma \\
& \leq C\left\|\mathcal{N}^{\delta}\left(\nabla_{Y} G(X, \cdot)\right)\right\|_{L^{p^{\prime}}(\partial \Omega, d \sigma)}\left\|\mathcal{N}^{\delta}(u)\right\|_{L^{p}(\partial \Omega, d \sigma)} \tag{7.1.13}
\end{align*}
$$

and note that, by (7.1.9) and the same type of reasoning as in the justification of (2.3.61),

$$
\begin{equation*}
\left\|\mathcal{N}^{\delta}\left(\nabla_{Y} G(X, \cdot)\right)\right\|_{L^{p^{\prime}}(\partial \Omega, d \sigma)}=O(1) \quad \text { and } \quad\left\|\mathcal{N}^{\delta}(u)\right\|_{L^{p}(\partial \Omega, d \sigma)}=o(1) \quad \text { as } \quad \delta \rightarrow 0^{+} \tag{7.1.14}
\end{equation*}
$$

This proves that, for each fixed $X \in \Omega$,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{+}}|I|=0 \tag{7.1.15}
\end{equation*}
$$

Next, we turn our attention to $I I$ in (7.1.12). To set the stage, let $\left\{I_{k}\right\}_{k}$ be a decomposition of $\Omega$ into nonoverlapping Whitney cubes and, for each fixed $\delta>0$, set

$$
\begin{equation*}
\mathcal{J}_{\delta}:=\left\{k: I_{k}^{\delta}:=I_{k} \cap \mathcal{O}_{\delta} \neq \emptyset\right\} . \tag{7.1.16}
\end{equation*}
$$

It follows that the side-length of each $I_{k}^{\delta}$ is comparable with $\delta$. Going further, since $\partial \Omega$ (equipped with the measure $\sigma$ and the Euclidean distance) is a space of homogeneous type, there exists a decomposition of $\partial \Omega$ into a grid of dyadic boundary "cubes" $Q^{\delta}$, of side-length comparable with $\delta$. For each $k \in \mathcal{J}_{\delta}$, select one such boundary dyadic cube $Q_{k}^{\delta}$ with the property that

$$
\begin{equation*}
\operatorname{dist}\left(I_{k}^{\delta}, \partial \Omega\right)=\operatorname{dist}\left(I_{k}^{\delta}, Q_{k}^{\delta}\right) \tag{7.1.17}
\end{equation*}
$$

Matters can be arranged so that the concentric dilates of these boundary dyadic cubes have bounded overlap. That is, for every $c \geq 1$ there exists a finite constant $C>0$ such that

$$
\begin{equation*}
\sum_{k \in \mathcal{J}_{\delta}} \mathbf{1}_{c Q_{k}^{\delta}} \leq C \quad \text { on } \quad \partial \Omega . \tag{7.1.18}
\end{equation*}
$$

Next, fix $X \in \Omega$, and assume that $\delta>0$ is much smaller than dist ( $X, \partial \Omega$ ). We may then write

$$
\begin{align*}
& \frac{1}{\delta^{2}} \int_{\substack{\delta \\
\frac{\delta}{2} \leq \operatorname{dist}_{(Y, \partial \Omega) \leq \delta}^{Y \in \Omega}}}|G(X, Y)||u(Y)| d Y \leq \sum_{k \in \mathcal{J}_{\delta}} \frac{1}{\delta^{2}} \int_{I_{k}^{\delta}}|G(X, Y)||u(Y)| d Y \\
& \left.\quad \leq\left.\sum_{k \in \mathcal{J}_{\delta}}\left(\frac{1}{\delta} \int_{I_{k}^{\delta}}\left(\frac{|G(X, Y)|}{\delta}\right)^{p^{\prime}} d Y\right)^{1 / p^{\prime}}\left(\left.\frac{1}{\delta} \int_{\mathcal{O}_{\delta}} \right\rvert\, \mathbf{1}_{I_{k}^{\delta}} u\right)(Y)\right|^{p} d Y\right)^{1 / p} . \tag{7.1.19}
\end{align*}
$$

Using $\left.G(X, \cdot)\right|_{\partial \Omega}=0$, the fact that there exists $c \geq 1$ such that

$$
\begin{equation*}
\operatorname{supp} \mathcal{N}^{\delta}\left(\mathbf{1}_{I_{k}^{\delta}} u\right) \subset c Q_{k}^{\delta} \tag{7.1.20}
\end{equation*}
$$

and (2.3.25), we then obtain

$$
\begin{aligned}
& \frac{1}{\delta^{2}} \int_{\substack{\delta \\
\frac{\delta}{2} \leq \operatorname{dist}_{(Y, \partial \Omega) \leq \delta}^{Y \in \Omega}}}|G(X, Y)||u(Y)| d Y \leq \sum_{k \in \mathcal{J}_{\delta}} \frac{1}{\delta^{2}} \int_{I_{k}^{\delta}}|G(X, Y)||u(Y)| d Y \\
& \quad \leq \sum_{k \in \mathcal{J}_{\delta}} \frac{1}{\delta}\left(\frac{1}{\delta} \int_{I_{k}^{\delta}}\left|G(X, Y)-\int_{Q_{k}^{\delta}} G(X, \cdot) d \sigma\right|^{p^{\prime}} d Y\right)^{1 / p^{\prime}}\left(\int_{c Q_{k}^{\delta}}\left|\mathcal{N}^{\delta} u\right|^{p} d \sigma\right)^{1 / p} .
\end{aligned}
$$

Note that every point $Y \in I_{k}^{\delta}$ is a corkscrew point, relative to any point $Z \in Q_{k}^{\delta}$. Then Lemma 3.1.13 guarantees the existence of a rectifiable path $\gamma(Z, Y)$ from $Z$ to $Y$, of length bounded by $C \delta$ and such that for each point $P \in \gamma(Z, Y)$ we have $\operatorname{dist}(P, Z) \approx \operatorname{dist}(P, \partial \Omega)$. In particular, there exists $\beta>0$ such that

$$
\begin{equation*}
\gamma(Z, Y) \subset \Gamma_{\beta}(Z) \tag{7.1.21}
\end{equation*}
$$

Fix now $Y \in I_{k}^{\delta}$ and, based on the Fundamental Theorem of Calculus and (7.1.21), write

$$
\begin{align*}
& \frac{1}{\delta}\left|G(X, Y)-f_{Q_{k}^{\delta}} G(X, Z) d \sigma(Z)\right| \leq \frac{1}{\delta} f_{Q_{k}^{\delta}}|G(X, Y)-G(X, Z)| d \sigma(Z) \\
& \quad \leq\left|f_{Q_{k}^{\delta}}\left(\frac{1}{\delta} \int_{\gamma(Z, Y)} \partial_{s} G(X, P) d s(P)\right) d \sigma(Z)\right| \\
& \quad \leq f_{Q_{k}^{\delta}}\left|\mathcal{N}_{\beta}(\nabla G(X, \cdot))(Z)\right| d \sigma(Z) \tag{7.1.22}
\end{align*}
$$

where $d s$ and $\partial_{s}$ denote, respectively, the arc-length measure and tangential derivative along $\gamma(Z, Y)$ (considered in the second variable of the function $G$ ). Returning with this back in (7.1.21) allows us to estimate

$$
\begin{align*}
& \frac{1}{\delta^{2}} \quad \int_{\substack{\frac{\delta}{2} \leq \operatorname{dist}_{(Y, \partial \Omega) \leq \delta}^{Y \in \Omega}}}|G(X, Y)||u(Y)| d Y \\
& \quad \leq \sum_{k \in \mathcal{J}_{\delta}}\left(\int_{Q_{k}^{\delta}}\left|\mathcal{N}_{\beta}(\nabla G(X, \cdot))\right|^{p^{\prime}} d \sigma\right)^{1 / p^{\prime}}\left(\int_{c Q_{k}^{\delta}}\left|\mathcal{N}^{\delta} u\right|^{p} d \sigma\right)^{1 / p} \\
& \quad \leq C\left(\int_{\partial \Omega}\left|\mathcal{N}_{\beta}(\nabla G(X, \cdot))\right|^{p^{\prime}} d \sigma\right)^{1 / p^{\prime}}\left(\int_{\partial \Omega}\left|\mathcal{N}^{\delta} u\right|^{p} d \sigma\right)^{1 / p}
\end{align*}
$$

by Hölder's inequality and (7.1.18). Replacing $\delta$ by $2^{-j} \delta$, with $j \geq 0$, in (7.1.23) then yields

$$
\begin{align*}
& \frac{1}{\delta^{2}} \int_{\substack{2^{-j-1} 1_{\delta} \leq \operatorname{dist}_{Y \in \Omega}(Y, \partial \Omega) \leq 2^{-j}}}|G(X, Y)||u(Y)| d Y \\
& \quad \leq C 4^{-j}\left(\int_{\partial \Omega}\left|\mathcal{N}_{\beta}(\nabla G(X, \cdot))\right|^{p^{\prime}} d \sigma\right)^{1 / p^{\prime}}\left(\int_{\partial \Omega}\left|\mathcal{N}^{\delta} u\right|^{p} d \sigma\right)^{1 / p} \tag{7.1.24}
\end{align*}
$$

Thus, summing up (7.1.24) for $j=0,1, \ldots$ gives

$$
\begin{equation*}
\frac{1}{\delta^{2}} \int_{\mathcal{O}_{\delta}}|G(X, Y)||u(Y)| d Y \leq C\left(\int_{\partial \Omega}\left|\mathcal{N}_{\beta}(\nabla G(X, \cdot))\right|^{p^{\prime}} d \sigma\right)^{1 / p^{\prime}}\left(\int_{\partial \Omega}\left|\mathcal{N}^{\delta} u\right|^{p} d \sigma\right)^{1 / p} \tag{7.1.25}
\end{equation*}
$$

which further entails

$$
\begin{align*}
|I I| & \leq \frac{C}{\delta^{2}} \int_{\mathcal{O}_{\delta}}|G(X, Y)||u(Y)| d Y \\
& \leq C\left(\int_{\partial \Omega}\left|\mathcal{N}_{\beta}(\nabla G(X, \cdot))\right|^{p^{\prime}} d \sigma\right)^{1 / p^{\prime}}\left(\int_{\partial \Omega}\left|\mathcal{N}^{\delta} u\right|^{p} d \sigma\right)^{1 / p} \tag{7.1.26}
\end{align*}
$$

Hence, thanks to (7.1.14), we also have

$$
\begin{equation*}
\lim _{\delta \rightarrow 0^{+}}|I I|=0 . \tag{7.1.27}
\end{equation*}
$$

Altogether, (7.1.12) and (7.1.14), (7.1.27), prove that $u(X)=0$. Since $X \in \Omega$ was arbitrary, this shows that the problem (7.1.1) has a unique solution.
Step 4. Uniqueness for the exterior Dirichlet problem when $n \geq 2$. Fix a point $X^{*} \in \Omega$ and, for each $R>2 \operatorname{diam}(\Omega)$, set $\Omega_{-}^{R}:=B\left(X^{*}, 2 R\right) \backslash \bar{\Omega}$. Also, much as in (2.3.26), for an arbitrary function $v \in C^{0}\left(\Omega_{-}\right)$, we define the (exterior) truncated maximal function by

$$
\begin{equation*}
\mathcal{N}^{R} v(Q):=\sup \left\{|v(X)|: X \in \Omega_{-} \text {has }|X-Q|<\min \{R, 2 \operatorname{dist}(X, \partial \Omega)\}\right\}, Q \in \partial \Omega \tag{7.1.28}
\end{equation*}
$$

Then, if $u$ solves (7.1.4) written for $f=0$, it follows that for each $R$ as above

$$
\left\{\begin{array}{l}
u \in C^{0}\left(\Omega_{-}^{R}\right) \text { with } \Delta u=0 \text { in } \Omega_{-}^{R}  \tag{7.1.29}\\
\mathcal{N}^{R}(u) \in L^{p}\left(\partial \Omega_{-}^{R}, d \sigma\right), \\
\left.u\right|_{\partial \Omega_{-}^{R}} \in \bigcap_{1<q<\infty} L_{1}^{q}\left(\partial \Omega_{-}^{R}, d \sigma\right) .
\end{array}\right.
$$

Now, the existence and uniqueness result for bounded domains in $\mathbb{R}^{n+1}, n \geq 2$, the regularity statement (7.1.3) and the integral representation (7.1.6), it follows that

$$
\begin{equation*}
\mathcal{N}^{R}(\nabla u) \in L^{2}\left(\partial \Omega_{-}^{R}, d \sigma\right) \tag{7.1.30}
\end{equation*}
$$

In particular, this suffices to justify Green's formula

$$
\begin{equation*}
\int_{\Omega_{-}^{R}}|\nabla u|^{2} d X=-\int_{\partial \Omega_{-}^{R}} u \partial_{\nu} u d \sigma=-\int_{\partial \Omega} u \partial_{\nu} u d \sigma+\int_{\partial B\left(X^{*}, 2 R\right)} u \partial_{\nu} u d \sigma . \tag{7.1.31}
\end{equation*}
$$

From assumptions, $\left.u\right|_{\partial \Omega}=0$ and $\left.u\right|_{\partial B\left(X^{*}, 2 R\right)}=O\left(R^{1-n}\right)$ as $R \rightarrow \infty$. Furthermore, as is wellknown, if a function $u$, defined in the complement of a compact set in $\mathbb{R}^{n+1}$, is harmonic at infinity then

$$
\left(\partial_{r} u\right)(r \omega)=\left\{\begin{array}{l}
O\left(r^{-n}\right) \text { if } n \geq 2,  \tag{7.1.32}\\
O\left(r^{-2}\right) \text { if } n=1,
\end{array} \quad \text { as } r \rightarrow \infty, \text { uniformly for } \omega \in S^{n} .\right.
$$

Consequently, $\left.\partial_{\nu} u\right|_{\partial B\left(X^{*}, 2 R\right)}=O\left(R^{-n}\right)$ as $R \rightarrow \infty$. Thus, from this and (7.1.31), we have that $\int_{\partial B\left(X^{*}, 2 R\right)} u \partial_{\nu} u d \sigma=O\left(R^{1-n}\right)=o(1)$ as $R \rightarrow \infty$, since $n \geq 2$. In turn, this implies

$$
\begin{equation*}
\int_{\Omega_{-}}|\nabla u|^{2} d X=\lim _{R \rightarrow \infty} \int_{\Omega_{-}^{R}}|\nabla u|^{2} d X=0 \tag{7.1.33}
\end{equation*}
$$

hence, $u \equiv 0$ in the unbounded component of $\Omega_{-}$. To finish the proof of uniqueness in the current case, we therefore need to show that $u$ also vanishes in any other bounded component of $\Omega_{-}$. This, however, is a direct consequence of our uniqueness result for bounded domains, already proved above.

Step 5. Uniqueness for the interior Dirichlet problem when $n=1$. To get started, we make the claim that, for each $p \in(1, \infty)$, the operator

$$
\begin{equation*}
L^{p}(\partial \Omega, d \sigma) \oplus \mathbb{R} \ni(g, c) \mapsto\left(S g+c, \int_{\partial \Omega} g d \sigma\right) \in L_{1}^{p}(\partial \Omega, d \sigma) \oplus \mathbb{R} \tag{7.1.34}
\end{equation*}
$$

is an isomorphism. Indeed, this is can be written as the sum of two operators, $(g, c) \mapsto(S g, 0)$ and $(g, c) \mapsto\left(c, \int_{\partial \Omega} g d \sigma\right)$ which are, respectively, Fredholm with index zero and compact (in the context of (7.1.34)). Thus, on the one hand, (7.1.34) is Fredholm with index zero. On the other hand, the fact that (6.4.4) is invertible ensures that the operator (7.1.34) is injective. Altogether, this proves the claim made about (7.1.34). As a consequence, given an arbitrary, fixed point $X \in \Omega$, there exist (unique) $g_{X} \in \bigcap_{1<q<\infty} L_{0}^{q}(\partial \Omega, d \sigma)$ and $c(X) \in \mathbb{R}$ such that $S g_{X}+c(X)=\left.E(X-\cdot)\right|_{\partial \Omega}$. If, in place of (7.1.7), we now take

$$
\begin{equation*}
G(X, Y):=E(X-Y)-c(X)-\left(\mathcal{S} g_{X}\right)(Y), \quad Y \in \Omega, \tag{7.1.35}
\end{equation*}
$$

then this function continues to satisfy all the properties listed in (7.1.8)-(7.1.9). Once such a Green function has been constructed, the proof of uniqueness for the problem (7.1.1) when $n=1$ proceeds as in the higher dimensional case (cf. Step 3).
Step 6. Existence of a solution for the exterior Dirichlet problem which satisfying a natural estimate and regularity property. In the case when $n \geq 2$, the function $u(X):=\mathcal{S}\left(S^{-1} f\right), X \in \Omega_{-}$, does the job. Assume next that $n=1$. The same type of reasoning as for (7.1.34) shows that the operator

$$
\begin{equation*}
L_{-1}^{p}(\partial \Omega, d \sigma) \oplus \mathbb{R} \ni(g, c) \mapsto(S g+c,\langle g, 1\rangle) \in L^{p}(\partial \Omega, d \sigma) \oplus \mathbb{R} \tag{7.1.36}
\end{equation*}
$$

is an isomorphism whenever $1<p<\infty$. Thus, there exists $C>0$ such that for any given function $f \in L^{p}(\partial \Omega, d \sigma)$ and constant $a \in \mathbb{R}$ one can find $g \in L_{-1}^{p}(\partial \Omega, d \sigma)$ and $c \in \mathbb{R}$ with

$$
\begin{equation*}
\|g\|_{L_{-1}^{p}(\partial \Omega, d \sigma)}+|c| \leq C\|f\|_{L^{p}(\partial \Omega, d \sigma)} \text { and } S g+c=f,\langle g, 1\rangle=2 \pi a \tag{7.1.37}
\end{equation*}
$$

If we now set $u(X):=(\mathcal{S} g)(X)+c$ for $X \in \Omega_{-}$, it follows that $u$ is a harmonic function for which $\left\|\mathcal{N}^{\delta} u\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C(\Omega, \delta)\|f\|_{L^{p}(\partial \Omega, d \sigma)}$, for every $\delta>0$, and

$$
\begin{equation*}
u(X)=\frac{1}{2 \pi}\langle g, 1\rangle \log |X|+c=a \log |X|+O(1) \quad \text { as } \quad|X| \rightarrow \infty \tag{7.1.38}
\end{equation*}
$$

Since, by virtue of (7.1.34) being invertible and compatible with (7.1.36), $f \in L_{1}^{p}(\partial \Omega, d \sigma)$ implies $g \in L^{p}(\partial \Omega, d \sigma)$, this function also satisfies (7.1.3).
Step 7. Uniqueness for the exterior Dirichlet problem when $n=1$. Let $u$ solve (7.1.4) for $f=0$ and $a=0$. In particular, $u(X)=O(1)$ as $|X| \rightarrow \infty$ so $u$ is harmonic at infinity. Thus, from (7.1.32), $\left.\partial_{\nu} u(X)\right|_{\partial B\left(X^{*}, 2 R\right)}=O\left(R^{-2}\right)$ as $R \rightarrow \infty$ and, hence, $\int_{\partial B\left(X^{*}, 2 R\right)} u \partial_{\nu} u d \sigma=O\left(R^{-1}\right)=o(1)$ as $R \rightarrow \infty$. These are the only alterations needed for the reasoning in Step 4 to go through in the current setting.

This concludes the proof of Theorem 7.1.2.
Theorem 7.1.3 Let $p \in(1, \infty)$ be given and assume that $\Omega \subset \mathbb{R}^{n+1}$ is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Then there exists $\varepsilon>0$ which depends only on $p, n$ and the John and Ahlfors regularity constants of $\Omega$ having the following role.

If $\Omega$ is an $\varepsilon$-regular SKT domain then the Neumann boundary value problem, which asks to find a function $u \in C^{0}(\Omega)$ satisfying

$$
\left\{\begin{array}{l}
\Delta u=0 \text { in } \Omega,  \tag{7.1.39}\\
\mathcal{N}(\nabla u) \in L^{p}(\partial \Omega, d \sigma), \\
\partial_{\nu} u=f \in L^{p}(\partial \Omega, d \sigma),
\end{array}\right.
$$

has a solution if and only if the datum $f$ satisfies the necessary compatibility conditions

$$
\begin{equation*}
\int_{\partial D} f d \sigma=0, \quad \forall D \text { connected component of } \Omega . \tag{7.1.40}
\end{equation*}
$$

Moreover, this solution is unique modulo functions which are locally constant in $\Omega$, and there exists a finite constant $C>0$ such that if $f \in L^{p}(\partial \Omega, d \sigma)$ is as in (7.1.40) then any solution $u$ of (7.1.39) satisfies

$$
\begin{equation*}
\|\mathcal{N}(\nabla u)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|f\|_{L^{p}(\partial \Omega, d \sigma)} \tag{7.1.41}
\end{equation*}
$$

Finally, similar results are valid for the exterior Neumann problem, i.e., when $\Omega$ is replaced by $\Omega_{-}:=\mathbb{R}^{n+1} \backslash \bar{\Omega}$ in (7.1.40)-(7.1.39), provided this time $D$ in (7.1.40) stands for arbitrary bounded connected components of $\Omega_{-}$, and a decay condition of the form

$$
u(X)=\left\{\begin{array}{l}
a+O\left(|X|^{1-n}\right) \text { as }|X| \rightarrow \infty, \text { for some } a \in \mathbb{R}, \text { if } n \geq 2  \tag{7.1.42}\\
\frac{1}{2 \pi}\left(\int_{\partial D_{\infty}} f d \sigma\right) \log |X|+O(1) \text { as }|X| \rightarrow \infty, \quad \text { if } n=1
\end{array}\right.
$$

where $D_{\infty}$ is the unbounded component of $\Omega_{-}$, is incorporated into the statement of the problem.
Proof. For the sake of clarity, we once again choose to divide the treatment of (7.1.39) into a series of steps. To state our first preliminary result, recall the definition of the truncated nontangential maximal function from (2.3.26).

Step 1. If $u$ is a harmonic function in $\Omega$ which satisfies

$$
\begin{equation*}
\mathcal{N}(\nabla u) \in L^{p}(\partial \Omega, d \sigma) \text { for some } p \in(1, \infty) \tag{7.1.43}
\end{equation*}
$$

then

$$
\begin{align*}
& \left.\exists u\right|_{\partial \Omega} \in L_{1}^{p}(\partial \Omega, d \sigma),\left.\quad \exists \nabla u\right|_{\partial \Omega} \in L^{p}(\partial \Omega, d \sigma), \quad \text { and }  \tag{7.1.44}\\
& u(X)=\mathcal{D}\left(\left.u\right|_{\partial \Omega}\right)(X)-\mathcal{S}\left(\partial_{\nu} u\right)(X) \text { for every } X \in \Omega
\end{align*}
$$

The existence of boundary traces is justified by the same type of argument as in Step 1 of the proof of Theorem 7.1.2. With this in hand, the integral representation formula (7.1.44) can be established in an analogous fashion to the Cauchy reproducing formula (4.7.13), by using Theorem 2.3.1.
Step 2. Let $u$ be a solution for the homogeneous version of (7.1.39). If $\Omega$ is connected, then $u$ is constant in $\Omega$. From Step 1, we know that

$$
\begin{equation*}
u=\mathcal{D}\left(\left.u\right|_{\partial \Omega}\right)-\mathcal{S}\left(\partial_{\nu} u\right)=\mathcal{D}\left(\left.u\right|_{\partial \Omega}\right) \quad \text { in } \Omega \tag{7.1.45}
\end{equation*}
$$

since $\partial_{\nu} u=0$. Going nontangentially to the boundary, this now gives $\left(-\frac{1}{2} I+K\right)\left(\left.u\right|_{\partial \Omega}\right)=0$. Hence, from the claim made in Theorem 6.4.1 about the operator (6.3.49), we may conclude that $\left.u\right|_{\partial \Omega}$ is a constant function. Now, $\mathcal{D}$ maps constants on $\partial \Omega$ to constants in $\Omega$, so (7.1.45) shows that $u$ is a constant in $\Omega$.

Step 3. Assume that $f \in L_{0}^{p}(\partial \Omega, d \sigma)$ and that $\Omega$ is connected. Then the problem (7.1.39) has a solution $u$ which obeys the estimate (7.1.41). Given $f \in L_{0}^{p}(\partial \Omega, d \sigma)$, we may take

$$
\begin{equation*}
u(X)=\mathcal{S}\left(\left(-\frac{1}{2} I+K^{*}\right)^{-1} f\right)(X), \quad X \in \Omega \tag{7.1.46}
\end{equation*}
$$

From the claim made in Theorem 6.3.6 about the operator (6.3.44) we know that this is meaningful. Also, (7.1.41) holds. Finally, (3.3.40) shows that $\partial_{\nu} u=f$ so that $u$ solves (7.1.39).

Step 4. Let $\Omega \subset \mathbb{R}^{n+1}$ be a domain as in the statement of the theorem, with arbitrary topology. Then for each $f \in L^{p}(\partial \Omega, d \sigma)$ satisfying (7.1.40) the problem (7.1.39) admits a solution which obeys the estimate (7.1.41). Furthermore, this solution is unique modulo functions which are locally constant in $\Omega$. Based on Steps 1-3, this is readily seen by working in each connected component $\Omega_{\ell}$ of $\Omega$.

Steps 1-4 conclude the treatment of the interior Neumann problem (7.1.39).
The argument for the exterior Neumann problem starts by observing that, in the same spirit as before, matters can be reduced to working in each connected component of $\Omega_{-}$separately. For each such component which happens to be bounded, our earlier reasoning applies. The only remaining case is when the bounded chord arch domain $\Omega \subset \mathbb{R}^{n+1}$ is such that $\mathbb{R}^{n+1} \backslash \bar{\Omega}$ is connected. In this scenario, $D_{\infty}=\Omega_{-}$and the compatibility conditions (7.1.40) are void. Also, in place of (7.1.46) we now take

$$
\begin{equation*}
u(X)=(\mathcal{S} g)(X), \quad X \in \mathbb{R}^{n+1} \backslash \bar{\Omega}, \quad \text { where } g:=\left(\frac{1}{2} I+K^{*}\right)^{-1} f \tag{7.1.47}
\end{equation*}
$$

This gives a solution for which the estimate (7.1.41) holds. Also, clearly, $u(X)=O\left(|X|^{1-n}\right)$ as $|X| \rightarrow \infty$, if $n \geq 2$. Let us also observe that, if $v:=\mathcal{S} g$ in $\Omega_{+}:=\mathbb{R}^{n+1} \backslash \overline{\Omega_{-}}$, then

$$
\begin{align*}
\int_{\partial \Omega_{-}} g d \sigma & =\int_{\partial \Omega_{-}}\left(\frac{1}{2} I+K^{*}\right) g d \sigma-\int_{\partial \Omega_{-}}\left(-\frac{1}{2} I+K^{*}\right) g d \sigma \\
& =\int_{\partial \Omega_{-}} f d \sigma-\int_{\partial \Omega_{+}} \partial_{\nu} v d \sigma=\int_{\partial D_{\infty}} f d \sigma \tag{7.1.48}
\end{align*}
$$

since $v$ is harmonic in $\Omega_{+}$and satisfies $\mathcal{N}(\nabla v) \in L^{2}\left(\partial \Omega_{+}, d \sigma\right)$. Hence, when $n=1$, we have

$$
\begin{align*}
u(X) & =(\mathcal{S} g)(X)=\frac{1}{2 \pi}\left(\int_{\partial \Omega_{-}} g d \sigma\right) \log |X|+O\left(|X|^{-1}\right) \\
& =\frac{1}{2 \pi}\left(\int_{\partial D_{\infty}} f d \sigma\right) \log |X|+O\left(|X|^{-1}\right) \quad \text { as } \quad|X| \rightarrow \infty \tag{7.1.49}
\end{align*}
$$

which shows that this particular solution satisfies an even stronger decay condition than the one specified in the statement of the theorem.

Therefore, we are left with the task of proving uniqueness (modulo locally constant functions) for the exterior Neumann problem. Let then $u$ be a function which which decays as in (7.1.42) and solves the version of (7.1.39) in which $f=0$ and $\Omega$ has been replaced by $\Omega_{-}=\mathbb{R}^{n+1} \backslash \bar{\Omega}$. By reasoning as before, there is no loss of generality is assuming that the latter is a connected domain. Also, by subtracting a constant from $u$ if necessary, it can be assumed that $u$ is harmonic at infinity, in which case (7.1.32) holds. When $n \geq 2$, this suffices to prove the following integral representation formula

$$
\begin{equation*}
u(X)=-\mathcal{D}\left(\left.u\right|_{\partial \Omega}\right)(X)+\mathcal{S}\left(\partial_{\nu} u\right)(X), \quad X \in \Omega_{-} \tag{7.1.50}
\end{equation*}
$$

Using $\partial_{\nu} u=0$, then going nontangentially to the boundary, we arrive at $\left(\frac{1}{2} I+K\right)\left(\left.u\right|_{\partial \Omega}\right)=0$. Hence, since the operator (6.3.47) in Theorem 6.4.1 is invertible in our setting, this gives $\left.u\right|_{\partial \Omega}=0$. Returning with this back in (7.1.50) we obtain $u=0$ in $\Omega_{-}$.

When $n=1$, the decay exhibited by $u$ does not, generally speaking, permit us to write (7.1.50). However, writing (7.1.50) with $\Omega_{-}$replaced by $B\left(R, X^{*}\right) \cap \Omega_{-}$, with $X^{*}$ as before and $R$ large, then for each $j \in\{1, \ldots, n+1\}$ taking $\partial_{j}$ of both sides (in order to enhance the decay) and, finally, passing to the limit $R \rightarrow \infty$ yields (keeping in mind that $\partial_{\nu} u=0$ on $\partial \Omega$ ) the weaker version

$$
\begin{equation*}
\nabla\left[u+\mathcal{D}\left(\left.u\right|_{\partial \Omega}\right)\right](X)=0 \quad \forall X \in \Omega_{-} \tag{7.1.51}
\end{equation*}
$$

Consequently, since $\Omega_{-}$is connected,

$$
\begin{equation*}
u=-\mathcal{D}\left(\left.u\right|_{\partial \Omega}\right)+c \quad \text { in } \Omega_{-}, \tag{7.1.52}
\end{equation*}
$$

for some constant $c$. Once again, going to the nontangentially to the boundary in (7.1.52) gives $\left(\frac{1}{2} I+K\right)\left(\left.u\right|_{\partial \Omega}\right)=c$, hence zero in $L_{1}^{p}(\partial \Omega, d \sigma) / \mathbb{R}$. Invoking the fact that (6.3.50) is invertible, now allows us to conclude that $\left.u\right|_{\partial \Omega}$ is a constant. Utilizing this back in (7.1.52) ultimately gives $u \equiv$ constant in $\Omega_{-}$, as desired. This finishes the proof of the Theorem 7.1.3.

Theorem 7.1.4 Let $p \in(1, \infty)$ and $\mu \in(0,1)$ be given and assume that $\Omega \subset \mathbb{R}^{n+1}$ is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. As usual, set $\Omega_{+}:=\Omega, \Omega_{-}:=\mathbb{R}^{n+1} \backslash \bar{\Omega}$.

Then there exists $\varepsilon>0$ which depends only on $p, \mu, n$ and the John and Ahlfors regularity constants of $\Omega$ having the following role. If $\Omega$ is an $\varepsilon$-regular SKT domain then the transmission boundary value problem, concerned with finding two functions $u^{ \pm} \in C^{0}\left(\Omega_{ \pm}\right)$satisfying

$$
\left\{\begin{array}{l}
\Delta u^{ \pm}=0 \text { in } \Omega_{ \pm},  \tag{7.1.53}\\
\mathcal{N}\left(\nabla u^{ \pm}\right) \in L^{p}(\partial \Omega, d \sigma) \\
\left.u^{+}\right|_{\partial \Omega}-\left.u^{-}\right|_{\partial \Omega}=f \in L_{1}^{p}(\partial \Omega, d \sigma), \quad \text { given } \\
\partial_{\nu} u^{+}-\mu \partial_{\nu} u^{-}=g \in L^{p}(\partial \Omega, d \sigma), \text { given, }
\end{array}\right.
$$

and the decay condition

$$
u^{-}(X)=\left\{\begin{array}{l}
O\left(|X|^{1-n}\right) \text { as }|X| \rightarrow \infty, \quad \text { if } n \geq 2,  \tag{7.1.54}\\
-\frac{1}{2 \pi \mu}\left(\int_{\partial \Omega} g d \sigma\right) \log |X|+O\left(|X|^{-1}\right) \text { as }|X| \rightarrow \infty, \quad \text { if } n=1,
\end{array}\right.
$$

has a unique solution. In addition, there exists $C>0$ such that

$$
\begin{equation*}
\left\|\mathcal{N}\left(\nabla u^{+}\right)\right\|_{L^{p}(\partial \Omega, d \sigma)}+\left\|\mathcal{N}\left(\nabla u^{-}\right)\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|f\|_{L_{1}^{p}(\partial \Omega, d \sigma)}+C\|g\|_{L^{p}(\partial \Omega, d \sigma)} . \tag{7.1.55}
\end{equation*}
$$

Proof. To begin with, we would like to point out that, from the proof of Theorem 7.1.3, the nontangential traces $\left.u^{ \pm}\right|_{\partial \Omega},\left.\left(\nabla u^{ \pm}\right)\right|_{\partial \Omega}$ exist. Hence, the formulation of the transmission problem is meaningful. Next, given that under our current assumptions on $\Omega$, the operator (6.3.43) is invertible and that $\lambda:=\frac{1}{2} \frac{\mu+1}{\mu-1} \in\left(-\infty, \frac{1}{2}\right)$ whenever $\mu \in(0,1)$, a solution for (7.1.53)-(7.1.54) can be written explicitly in the form

$$
\begin{align*}
& u^{+}:=\mathcal{D}^{+} f+\frac{1}{1-\mu} \mathcal{S}^{+}\left[\left(\frac{1}{2} \frac{\mu+1}{\mu-1} I+K^{*}\right)^{-1}\left(g-\partial_{\nu} \mathcal{D}^{+} f-\mu \partial_{\nu} \mathcal{D}^{-} f\right)\right] \text { in } \Omega_{+},  \tag{7.1.56}\\
& u^{-}:=\mathcal{D}^{-} f+\frac{1}{1-\mu} \mathcal{S}^{-}\left[\left(\frac{1}{2} \frac{\mu+1}{\mu-1} I+K^{*}\right)^{-1}\left(g-\partial_{\nu} \mathcal{D}^{+} f-\mu \partial_{\nu} \mathcal{D}^{-} f\right)\right] \text { in } \Omega_{-} . \tag{7.1.57}
\end{align*}
$$

Here, for an arbitrary $h \in L^{p}(\partial \Omega, d \sigma)$, we have denoted by $\mathcal{D}^{ \pm} h$ and $\mathcal{S}^{ \pm} h$, respectively, the double and single layer potentials associated with $\Omega$ viewed as functions defined in $\Omega_{ \pm}$. Then a direct calculation shows that the conditions in (7.1.53) are satisfied and that the estimate (7.1.55) holds. Furthermore, it is clear that $u^{-}(X)=O\left(|X|^{1-n}\right)$ as $|X| \rightarrow \infty$, when $n \geq 2$. To compute the decay at infinity for $u^{-}$in the case $n=1$, we first note that, much as in (7.1.48), the following general implication is valid

$$
\begin{equation*}
\lambda \in \mathbb{R}, \quad h_{1}, h_{2} \in L^{p}(\partial \Omega, d \sigma), \quad\left(\lambda I+K^{*}\right) h_{1}=h_{2} \Longrightarrow \int_{\partial \Omega} h_{2} d \sigma=\left(\lambda+\frac{1}{2}\right) \int_{\partial \Omega} h_{1} d \sigma \tag{7.1.58}
\end{equation*}
$$

Set now $h_{1}:=\left(\frac{1}{2} \frac{\mu+1}{\mu-1} I+K^{*}\right)^{-1}\left(g-\partial_{\nu} \mathcal{D}^{+} f-\mu \partial_{\nu} \mathcal{D}^{-} f\right)$ and $h_{2}:=g-\partial_{\nu} \mathcal{D}^{+} f-\mu \partial_{\nu} \mathcal{D}^{-} f$ so that $\left(\frac{1}{2} \frac{\mu+1}{\mu-1} I+K^{*}\right) h_{1}=h_{2}$. Also, observe that

$$
\begin{align*}
\int_{\partial \Omega} h_{2} d \sigma & =\int_{\partial \Omega} g d \sigma+\int_{\partial \Omega} \partial_{\nu} \mathcal{D}^{+} f d \sigma-\mu \int_{\partial \Omega} \partial_{\nu} \mathcal{D}^{-} f d \sigma \\
& =\int_{\partial \Omega} g d \sigma+(1-\mu) \int_{\partial \Omega} \partial_{\nu} \mathcal{D}^{+} f d \sigma \\
& =\int_{\partial \Omega} g d \sigma \tag{7.1.59}
\end{align*}
$$

since a calculation based on (3.6.31) shows that

$$
\begin{equation*}
\partial_{\nu} \mathcal{D}^{+} f=\partial_{\nu} \mathcal{D}^{-} f, \quad \forall f \in L_{1}^{p}(\partial \Omega, d \sigma) \tag{7.1.60}
\end{equation*}
$$

Hence, $\int_{\partial \Omega} h_{1} d \sigma=\frac{\mu-1}{\mu} \int_{\partial \Omega} g d \sigma$, by (7.1.58) and (7.1.60). Consequently, when $n=1$,

$$
\begin{align*}
u^{-}(X) & =\mathcal{D}^{-} f(X)+\frac{1}{1-\mu} \mathcal{S}^{-} h_{1}(X)=\frac{1}{2 \pi(1-\mu)}\left(\int_{\partial \Omega} h_{1} d \sigma\right) \log |X|+O\left(|X|^{-1}\right) \\
& =-\frac{1}{2 \pi \mu}\left(\int_{\partial \Omega} g d \sigma\right) \log |X|+O\left(|X|^{-1}\right), \quad \text { as }|X| \rightarrow \infty \tag{7.1.61}
\end{align*}
$$

in agreement with the case $n=1$ of (7.1.54).
There remains the issue of proving uniqueness for (7.1.53)-(7.1.54). To this end, assume that $u^{ \pm}$solve the homogeneous version of (7.1.53) and that

$$
u^{-}(X)=\left\{\begin{array}{l}
O\left(|X|^{1-n}\right) \text { as }|X| \rightarrow \infty, \quad \text { if } n \geq 2  \tag{7.1.62}\\
O\left(|X|^{-1}\right) \text { as }|X| \rightarrow \infty, \quad \text { if } n=1
\end{array}\right.
$$

This shows that the harmonic functions $u^{ \pm}$are sufficiently well-behaved so that the following Green's formulas hold

$$
\begin{equation*}
u^{ \pm}= \pm \mathcal{D}^{ \pm}\left(\left.u^{ \pm}\right|_{\partial \Omega}\right) \mp \mathcal{S}^{ \pm}\left(\partial_{\nu} u^{ \pm}\right) \quad \text { in } \Omega_{ \pm} \tag{7.1.63}
\end{equation*}
$$

Taking the normal derivatives of both sides of (7.1.63), then adding the two versions corresponding to choice plus or minus for the sign, gives, keeping in mind that $\left.u^{+}\right|_{\partial \Omega}=\left.u^{-}\right|_{\partial \Omega}$ and $\partial_{\nu} u^{+}=\mu \partial_{\nu} u^{-}$, that $\left(\frac{1}{2} \frac{\mu+1}{\mu-1} I+K^{*}\right)\left(\partial_{\nu} u^{-}\right)=0$. Thus, $\partial_{\nu} u^{-}=0$ and, further, $\partial_{\nu} u^{+}=0$. In particular, by Proposition 3.2.5, the function

$$
u:= \begin{cases}u^{+} & \text {in } \Omega_{+},  \tag{7.1.64}\\ u^{-} & \text {in } \Omega_{-},\end{cases}
$$

belongs to $L_{\text {loc }}^{1}\left(\mathbb{R}^{n+1}\right)$ and, in the distributional sense, satisfies $\Delta u=0$ in $\mathbb{R}^{n+1}$. Furthermore, $u$ decays at infinity. Hence, $u=0$ in $\mathbb{R}^{n+1}$, as wanted.

### 7.2 Boundary value problems for the Stokes system

In this subsection we present our main well-posedness results for the Stokes system of hydrostatics in $\varepsilon$-regular SKT domains. They include the three basic types of boundary conditions: Dirichlet and its regular version (cf. Theorem 7.2.1), Neumann (Theorem 7.2.2), and transmission (Theorem 7.2.3).

The proof of Theorem 7.2.1 largely parallels that of its harmonic counterpart, Theorem 7.1.2, and relies in an essential fashion on the invertibility results from Theorem 6.4.3, Theorem 6.3.8. A similar set of comments apply to Theorem 7.2.2, Theorem 7.2.3, in which we follow strategies similar to those utilized in the course of the proofs of Theorem 7.1.3, Theorem 7.1.4, as well as [94] where these problems have been treated in Lipschitz domains. We shall therefore omit including further details and, instead, confine ourselves to providing the statements of the aforementioned theorems.

Theorem 7.2.1 Let $p \in(1, \infty)$ be given and assume that $\Omega \subset \mathbb{R}^{n+1}, n \geq 1$, is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Then there exists $\varepsilon>0$ which depends only on $p, n$ and the John and Ahlfors regularity constants of $\Omega$ with the following property. If $\Omega$ is an $\varepsilon$-regular SKT domain then the interior Dirichlet boundary value problem

$$
\left\{\begin{array}{l}
\Delta \vec{u}=\nabla \pi, \operatorname{div} \vec{u}=0 \quad \text { in } \Omega,  \tag{7.2.1}\\
\mathcal{N}(\vec{u}) \in L^{p}(\partial \Omega, d \sigma), \\
\left.\vec{u}\right|_{\partial \Omega}=\vec{f} \in L_{\nu_{+}}^{p}(\partial \Omega, d \sigma),
\end{array}\right.
$$

has a solution, which is unique modulo adding functions which are locally constant in $\Omega$ to the pressure term. In addition, there exists a finite constant $C>0$ such that

$$
\begin{equation*}
\left.\|\mathcal{N}(\vec{u})\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|\vec{f}\|_{\left[L^{p}(\partial \Omega, d \sigma)\right.}\right]^{n+1}, \tag{7.2.2}
\end{equation*}
$$

and the solution satisfies the following regularity property:

$$
\begin{align*}
& \vec{f} \in L_{1, \nu_{+}}^{p}(\partial \Omega, d \sigma) \Longrightarrow \mathcal{N}(\nabla \vec{u}), \mathcal{N}(\pi) \in L^{p}(\partial \Omega, d \sigma) \\
& \text { and } \quad\|\mathcal{N}(\nabla \vec{u})\|_{L^{p}(\partial \Omega, d \sigma)}+\|\mathcal{N}(\pi)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|\vec{f}\|_{\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1}} \tag{7.2.3}
\end{align*}
$$

Similar results (including (7.2.3)) are valid for the exterior Dirichlet problem, formulated much as (7.2.1) but for $\mathbb{R}^{n+1} \backslash \bar{\Omega}$, with the additional decay conditions

$$
\left.\begin{array}{rl}
\vec{u}(X) & =\left\{\begin{array}{l}
O\left(|X|^{1-n}\right) \text { as }|X| \rightarrow \infty, \quad \text { if } n \geq 2, \\
E(X) \vec{A}+O(1) \text { as }|X| \rightarrow \infty,
\end{array} \text { if } n=1,\right.
\end{array}\right\} \begin{aligned}
& \partial_{j} \vec{u}(X)=\left\{\begin{array}{l}
O\left(|X|^{-n}\right) \text { as }|X| \rightarrow \infty, \quad \text { if } n \geq 2, \\
\partial_{j} E(X) \vec{A}+O\left(|X|^{-2}\right) \text { as }|X| \rightarrow \infty, \quad \text { if } n=1,
\end{array}\right. \\
& \pi(X)
\end{aligned}=\left\{\begin{array}{l}
O\left(|X|^{-n}\right) \text { as }|X| \rightarrow \infty, \quad \text { if } n \geq 2, \\
\left\langle\nabla E_{\Delta}(X), \vec{A}\right\rangle+O\left(|X|^{-2}\right) \text { as }|X| \rightarrow \infty, \quad \text { if } n=1, \tag{7.2.6}
\end{array}\right.
$$

where $E_{\Delta}$ is the fundamental solution for the Laplacian from (3.3.24), $E(X)=\left(E_{j k}(X)\right)_{1 \leq j, k \leq n+1}$ with $E_{j k}(X)$ as in (6.1.20), for some a priori given constant $\vec{A} \in \mathbb{R}^{2}$. Also, the standard nontangential maximal operator in (7.2.2), (7.2.3) should be replaced by its truncated version.

Theorem 7.2.2 Let $p \in(1, \infty)$ be given and assume that $\Omega \subset \mathbb{R}^{n+1}$, $n \geq 1$, is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Then there exists $\varepsilon>0$ which depends only on $p, n$ and the John and Ahlfors regularity constants of $\Omega$ with the following property. If $1-\varepsilon<\gamma \leq 1$ and $\Omega$ is an $\varepsilon$-regular SKT domain then the interior Neumann boundary value problem

$$
\left\{\begin{array}{l}
\Delta \vec{u}=\nabla \pi, \quad \operatorname{div} \vec{u}=0 \quad \text { in } \Omega  \tag{7.2.7}\\
\mathcal{N}(\nabla \vec{u}), \mathcal{N}(\pi) \in L^{p}(\partial \Omega, d \sigma) \\
\partial_{\nu}^{\gamma}(\vec{u}, \pi)=\vec{f} \in\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1}
\end{array}\right.
$$

has a solution if and only if the datum $\vec{f}$ satisfies finitely many (necessary) linear compatibility conditions; more precisely, if and only if

$$
\begin{equation*}
\vec{f} \in \operatorname{Im}\left(-\frac{1}{2} I+K_{\gamma}^{*}: L_{\Psi_{+}^{\gamma}}^{p}(\partial \Omega, d \sigma) \rightarrow L_{\Psi_{+}^{\gamma}}^{p}(\partial \Omega, d \sigma)\right) \tag{7.2.8}
\end{equation*}
$$

Moreover, this solution is unique modulo adding to the velocity field functions from $\Psi^{\gamma}(\Omega)$. In addition, there exists a finite constant $C>0$ such that

$$
\begin{equation*}
\left.\|\mathcal{N}(\nabla \vec{u})\|_{L^{p}(\partial \Omega, d \sigma)}+\|\mathcal{N}(\pi)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|\vec{f}\|_{\left[L^{p}(\partial \Omega, d \sigma)\right.}\right]^{n+1} . \tag{7.2.9}
\end{equation*}
$$

Finally, a similar result holds for the exterior domain $\mathbb{R}^{n+1} \backslash \bar{\Omega}$ granted that one includes the decay conditions

$$
\begin{align*}
& \vec{u}(x)=\left\{\begin{array}{l}
O\left(|X|^{1-n}\right) \quad \text { as } \quad|X| \rightarrow \infty, \quad \text { if } n \geq 2, \\
E(X)\left(\int_{\partial \Omega} \vec{f} d \sigma\right)+O\left(|X|^{-1}\right) \quad \text { as }|X| \rightarrow \infty, \quad \text { if } n=1,
\end{array}\right.  \tag{7.2.10}\\
& \partial_{j} \vec{u}(X)=\left(\partial_{j} E\right)(X)\left(\int_{\partial \Omega} \vec{f} d \sigma\right)+O\left(|X|^{-n-1}\right) \quad \text { as }|X| \rightarrow \infty, 1 \leq j \leq n+1,  \tag{7.2.11}\\
& \pi(X)=\left\{\begin{array}{l}
O\left(|X|^{-n}\right) \quad \text { as } \quad|X| \rightarrow \infty, \quad \text { if } n \geq 2, \\
\left(-\nabla E_{\Delta}\right)(X) \cdot\left(\int_{\partial \Omega} \vec{f} d \sigma\right)+O\left(|X|^{-2}\right) \quad \text { as }|X| \rightarrow \infty, \quad \text { if } n=1,
\end{array}\right. \tag{7.2.12}
\end{align*}
$$

where $E_{\Delta}$ is the fundamental solution for the Laplacian from (3.3.24), $E(X)=\left(E_{j k}(X)\right)_{1 \leq j, k \leq n+1}$ with $E_{j k}(X)$ as in (6.1.20). More precisely, a solution to the exterior problem satisfying the above decay conditions exists if and only if

$$
\begin{equation*}
\vec{f} \in \operatorname{Im}\left(\frac{1}{2} I+K_{\gamma}^{*}: L_{\Psi_{-}^{\gamma}}^{p}(\partial \Omega, d \sigma) \rightarrow L_{\Psi_{-}^{\gamma}}^{p}(\partial \Omega, d \sigma)\right), \tag{7.2.13}
\end{equation*}
$$

and solutions are unique modulo adding to the velocity field functions from $\Psi^{\gamma}\left(\mathbb{R}^{n+1} \backslash \bar{\Omega}\right)$.
Theorem 7.2.3 Let $p \in(1, \infty)$ and $\mu \in(0,1)$ be given and assume that $\Omega \subset \mathbb{R}^{n+1}$, $n \geq 1$, is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Set $\Omega_{+}:=\Omega$ and $\Omega_{-}:=\mathbb{R}^{n} \backslash \bar{\Omega}$.

Then there exists $\varepsilon>0$ which depends only on $p, n, \mu$ and the John and Ahlfors regularity constants of $\Omega$ with the following property. If $1-\varepsilon<\gamma \leq 1$ and $\Omega$ is an $\varepsilon$-regular SKT domain then the transmission problem, concerned with finding two pairs of functions ( $\vec{u}_{ \pm}, \pi_{ \pm}$) in $\Omega_{ \pm}$satisfying

$$
\left\{\begin{array}{l}
\Delta \vec{u}_{ \pm}=\nabla \pi_{ \pm}, \operatorname{div} \vec{u}_{ \pm}=0 \quad \text { in } \Omega_{ \pm}  \tag{7.2.14}\\
\mathcal{N}\left(\nabla \vec{u}_{ \pm}\right), \mathcal{N}\left(\pi_{ \pm}\right) \in L^{p}(\partial \Omega, d \sigma) \\
\left.\vec{u}_{+}\right|_{\partial \Omega}-\left.\vec{u}_{-}\right|_{\partial \Omega}=\vec{g} \in\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1} \\
\partial_{\nu}^{\gamma}\left(\vec{u}_{+}, \pi_{+}\right)-\mu \partial_{\nu}^{\gamma}\left(\vec{u}_{-}, \pi_{-}\right)=\vec{f} \in\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1}
\end{array}\right.
$$

and the decay conditions

$$
\left.\begin{array}{l}
\vec{u}_{-}(X)=\left\{\begin{array}{l}
O\left(|X|^{1-n}\right) \quad \text { as }|X| \rightarrow \infty, \quad \text { if } n \geq 2, \\
-\frac{1}{\mu} E(X)\left(\int_{\partial \Omega} \vec{f} d \sigma\right)+O\left(|x|^{-1}\right) \quad \text { as }|x| \rightarrow \infty, \quad \text { if } n=2,
\end{array}\right. \\
\partial_{j} \vec{u}_{-}(X)=-\frac{1}{\mu}\left(\partial_{j} E\right)(X)\left(\int_{\partial \Omega} \vec{f} d \sigma\right)+O\left(|X|^{-n-1}\right) \quad \text { as }|X| \rightarrow \infty,
\end{array}\right\} \begin{aligned}
& O\left(|X|^{-n}\right) \quad \text { as }|X| \rightarrow \infty, \quad \text { if } n \geq 2, \\
& \pi_{-}(X)=\left\{\begin{array}{l}
\frac{1}{\mu}\left(\nabla E_{\Delta}\right)(X) \cdot\left(\int_{\partial \Omega} \vec{f} d \sigma\right)+O\left(|X|^{-2}\right) \quad \text { as }|X| \rightarrow \infty, \quad \text { if } n=1,
\end{array}\right. \tag{7.2.17}
\end{aligned}
$$

where $E_{\Delta}$ is the fundamental solution for the Laplacian from (3.3.24), $E(X)=\left(E_{j k}(X)\right)_{1 \leq j, k \leq n+1}$ with $E_{j k}(X)$ as in (6.1.20), has a unique solution. In addition, there exists $C>0$ such that

$$
\begin{equation*}
\left.\left.\left\|\mathcal{N}\left(\nabla \vec{u}_{ \pm}\right)\right\|_{L^{p}(\partial \Omega, d \sigma)}+\left\|\mathcal{N}\left(\pi_{ \pm}\right)\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|\vec{g}\|_{\left[L_{1}^{p}(\partial \Omega, d \sigma)\right.}\right]^{n+1}+C\|\vec{f}\|_{\left[L^{p}(\partial \Omega, d \sigma)\right.}\right]^{n+1} \tag{7.2.18}
\end{equation*}
$$

### 7.3 Boundary value problems for the Lamé system

Here we collect results for the Lamé system of elastostatics in $\varepsilon$-regular SKT domains in $\mathbb{R}^{n+1}$ which are analogous in spirit to those in $\S 7.2$. Theorem 7.3.1, Theorem 7.3.2, Theorem 7.3.3 below deal, respectively, with Dirichlet (and regularity), Neumann and transmission problems for the Lamé system (6.1.5). Their proofs are analogous to their counterparts in § 7.2 (relying essentially on the invertibility results from Theorems $6.3 .9,6.4 .3$ ) and we omit the routine details.

Theorem 7.3.1 Let $\lambda, \mu$, as in (6.1.1), and $p \in(1, \infty)$ be given and assume that $\Omega \subset \mathbb{R}^{n+1}, n \geq 1$, is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Then there exists $\varepsilon>0$ which depends only on $p, n, \lambda, \mu$ and the John and Ahlfors regularity constants of $\Omega$ with the following property. If $\Omega$ is an $\varepsilon$-regular SKT domain then the interior Dirichlet boundary value problem

$$
\left\{\begin{array}{l}
\mu \Delta \vec{u}+(\mu+\lambda) \nabla \operatorname{div} \vec{u}=0 \text { in } \Omega  \tag{7.3.1}\\
\left.\vec{u}\right|_{\partial \Omega}=\vec{f} \in\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1} \\
\mathcal{N}(\vec{u}) \in L^{p}(\partial \Omega, d \sigma)
\end{array}\right.
$$

has a unique solution. In addition, there exists a finite constant $C>0$ such that

$$
\begin{equation*}
\|\mathcal{N}(\vec{u})\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|\vec{f}\|_{\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1}} \tag{7.3.2}
\end{equation*}
$$

and the solution satisfies the following regularity property:

$$
\begin{align*}
& \vec{f} \in\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1} \Longrightarrow \mathcal{N}(\nabla \vec{u}) \in L^{p}(\partial \Omega, d \sigma)  \tag{7.3.3}\\
& \text { and } \quad\|\mathcal{N}(\nabla \vec{u})\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|\vec{f}\|_{\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1}}
\end{align*}
$$

Similar results (including (7.3.3)) are valid for the exterior Dirichlet problem, formulated much as (7.3.1) but for $\mathbb{R}^{n+1} \backslash \bar{\Omega}$, with the additional decay conditions

$$
\begin{align*}
\vec{u}(X) & =\left\{\begin{array}{l}
O\left(|X|^{1-n}\right) \text { as }|X| \rightarrow \infty, \quad \text { if } n \geq 2, \\
E(X) \vec{A}+O(1) \text { as }|X| \rightarrow \infty, \\
\text { if } n=1,
\end{array}\right.  \tag{7.3.4}\\
\partial_{j} \vec{u}(X) & =\left\{\begin{array}{l}
O\left(|X|^{-n}\right) \text { as }|X| \rightarrow \infty, \quad \text { if } n \geq 2, \\
\partial_{j} E(X) \vec{A}+O\left(|X|^{-2}\right) \text { as }|X| \rightarrow \infty, \quad \text { if } n=1,
\end{array}\right. \tag{7.3.5}
\end{align*}
$$

where $E(X)=\left(E_{j k}(X)\right)_{1 \leq j, k \leq n+1}$ with $E_{j k}(X)$ as in (6.1.6), for some a priori given constant $\vec{A} \in \mathbb{R}^{2}$. Also, the standard nontangential maximal operator in (7.3.2), (7.3.3) should be replaced by its truncated version.

Theorem 7.3.2 Let $\lambda, \mu$, as in (6.1.1), and $p \in(1, \infty)$ be given and assume that $\Omega \subset \mathbb{R}^{n+1}$, $n \geq 1$, is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Then there exists $\varepsilon>0$ which depends only on $p, n, \lambda, \mu$ and the John and Ahlfors regularity constants of $\Omega$ with the following property. If $\Omega$ is an $\varepsilon$-regular $S K T$ domain and

$$
\begin{equation*}
-\mu<r \leq \mu \quad \text { is such that } \quad\left|r-\frac{\mu(\mu+\lambda)}{3 \mu+\lambda}\right|<\varepsilon \tag{7.3.6}
\end{equation*}
$$

then the interior Neumann boundary value problem

$$
\left\{\begin{array}{l}
\mu \Delta \vec{u}+(\mu+\lambda) \nabla \operatorname{div} \vec{u}=0 \quad \text { in } \Omega  \tag{7.3.7}\\
\mathcal{N}(\nabla \vec{u}) \in L^{p}(\partial \Omega, d \sigma) \\
\partial_{\nu}^{r} \vec{u}=\vec{f} \in L^{p}(\partial \Omega, d \sigma)
\end{array}\right.
$$

has a solution if and only if the datum $\vec{f}$ satisfies finitely many (necessary) linear compatibility conditions. Moreover, this solution is unique modulo functions from $\Psi^{r}(\Omega)$. In addition, there exists a finite constant $C>0$ such that

$$
\begin{equation*}
\|\mathcal{N}(\nabla \vec{u})\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|\vec{f}\|_{\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1}} \tag{7.3.8}
\end{equation*}
$$

Finally, a similar result holds for the exterior domain $\mathbb{R}^{n+1} \backslash \bar{\Omega}$ granted that one includes the decay conditions

$$
\begin{align*}
& \vec{u}(x)=\left\{\begin{array}{l}
O\left(|X|^{1-n}\right) \quad \text { as }|X| \rightarrow \infty, \quad \text { if } n \geq 2, \\
E(X)\left(\int_{\partial \Omega} \vec{f} d \sigma\right)+O\left(|X|^{-1}\right) \quad \text { as }|X| \rightarrow \infty, \quad \text { if } n=1,
\end{array}\right.  \tag{7.3.9}\\
& \partial_{j} \vec{u}(X)=\left(\partial_{j} E\right)(X)\left(\int_{\partial \Omega} \vec{f} d \sigma\right)+O\left(|X|^{-n-1}\right) \quad \text { as }|X| \rightarrow \infty, 1 \leq j \leq n+1 \tag{7.3.10}
\end{align*}
$$

where $E(X)=\left(E_{j k}(X)\right)_{1 \leq j, k \leq n+1}$ with $E_{j k}(X)$ as in (6.1.6).
Theorem 7.3.3 Let $\lambda, \mu$, as in (6.1.1), and $p \in(1, \infty)$ be given and assume that $\Omega \subset \mathbb{R}^{n+1}$, $n \geq 1$, is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Set $\Omega_{+}:=\Omega$ and $\Omega_{-}:=\mathbb{R}^{n} \backslash \bar{\Omega}$.

Then there exists $\varepsilon>0$ which depends only on $p, n, \lambda, \mu$ and the John and Ahlfors regularity constants of $\Omega$ with the following property. If $\Omega$ is an $\varepsilon$-regular $S K T$ domain and (7.3.6) holds then the transmission problem, concerned with finding two pairs of functions $\left(\vec{u}_{ \pm}, \pi_{ \pm}\right)$in $\Omega_{ \pm}$satisfying

$$
\left\{\begin{array}{l}
\mu \Delta \vec{u}_{ \pm}+(\mu+\lambda) \nabla \operatorname{div} \vec{u}_{ \pm}=0 \quad \text { in } \Omega  \tag{7.3.11}\\
\mathcal{N}\left(\nabla \vec{u}_{ \pm}\right) \in L^{p}(\partial \Omega, d \sigma) \\
\left.\vec{u}_{+}\right|_{\partial \Omega}-\left.\vec{u}_{-}\right|_{\partial \Omega}=\vec{g} \in\left[L_{1}^{p}(\partial \Omega, d \sigma)\right]^{n+1} \\
\partial_{\nu}^{r} \vec{u}_{+}-\eta \partial_{\nu}^{r} \vec{u}_{-}=\vec{f} \in\left[L^{p}(\partial \Omega, d \sigma)\right]^{n+1}
\end{array}\right.
$$

and the decay conditions

$$
\begin{align*}
& \vec{u}_{-}(X)=\left\{\begin{array}{l}
O\left(|X|^{1-n}\right) \quad \text { as } \quad|X| \rightarrow \infty, \quad \text { if } \quad n \geq 2, \\
-\frac{1}{\eta} E(X)\left(\int_{\partial \Omega} \vec{f} d \sigma\right)+O\left(|x|^{-1}\right) \quad \text { as }|x| \rightarrow \infty, \quad \text { if } n=2,
\end{array}\right.  \tag{7.3.12}\\
& \partial_{j} \vec{u}_{-}(X)=-\frac{1}{\eta}\left(\partial_{j} E\right)(X)\left(\int_{\partial \Omega} \vec{f} d \sigma\right)+O\left(|X|^{-n-1}\right) \text { as }|X| \rightarrow \infty, \tag{7.3.13}
\end{align*}
$$

where $E(X)=\left(E_{j k}(X)\right)_{1 \leq j, k \leq n+1}$ with $E_{j k}(X)$ as in (6.1.6), has a unique solution. In addition, there exists $C>0$ such that

$$
\begin{equation*}
\left.\left.\left\|\mathcal{N}\left(\nabla \vec{u}_{ \pm}\right)\right\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|\vec{g}\|_{\left[L_{1}^{p}(\partial \Omega, d \sigma)\right.}\right]^{n+1}+C\|\vec{f}\|_{\left[L^{p}(\partial \Omega, d \sigma)\right.}\right]^{n+1} \tag{7.3.14}
\end{equation*}
$$

### 7.4 Boundary value problems for Maxwell's equations

For a given wave number $k \in \mathbb{C} \backslash\{0\}$ with $\operatorname{Im} k \geq 0$, call a vector field $E$ defined in a neighborhood of infinity in $\mathbb{R}^{3}$ and satisfying $\left(\Delta+k^{2}\right) E=0$ there, radiating at infinity if

$$
\begin{equation*}
(\operatorname{curl} E)(X) \times \frac{X}{|X|}+(\operatorname{div} E)(X) \frac{X}{|X|}-\sqrt{-1} k E(X)=\mathrm{o}\left(|X|^{-1}\right) \quad \text { as } \quad|X| \rightarrow \infty \tag{7.4.1}
\end{equation*}
$$

uniformly for all directions $X /|X|$ in $\mathbb{R}^{3}$.
Theorem 7.4.1 Let $p \in(1, \infty)$ be given and assume that $\Omega \subset \mathbb{R}^{3}$ is a bounded domain satisfying a two-sided John condition and whose boundary is Ahlfors regular. Then there exists $\varepsilon>0$ which depends only on $p, n$ and the John and Ahlfors regularity constants of $\Omega$ having the following role. If $\Omega$ is an $\varepsilon$-regular SKT domain and $k \in \mathbb{C} \backslash\{0\}$ with $\operatorname{Im} k \geq 0$ the exterior Maxwell boundary value problem

$$
\left\{\begin{array}{l}
\operatorname{curl} E-\sqrt{-1} k H=0 \text { in } \mathbb{R}^{3} \backslash \bar{\Omega},  \tag{7.4.2}\\
\operatorname{curl} H+\sqrt{-1} k E=0 \text { in } \mathbb{R}^{3} \backslash \bar{\Omega}, \\
E, H \text { radiate at infinity, } \\
\mathcal{N}(E), \mathcal{N}(H) \in L^{p}(\partial \Omega, d \sigma) \text { and }\left.\exists E\right|_{\partial \Omega},\left.\exists H\right|_{\partial \Omega} \\
\nu \times\left. E\right|_{\partial \Omega}=\vec{g} \in\left[L^{p}(\partial \Omega, d \sigma)\right]^{3} \\
\left\langle\nu,\left.H\right|_{\partial \Omega}\right\rangle=h \in L^{p}(\partial \Omega, d \sigma)
\end{array}\right.
$$

is solvable if and only if

$$
\begin{equation*}
\vec{g} \in L_{\mathrm{tan}}^{p, \operatorname{Div}}(\partial \Omega, d \sigma) \text { and } \operatorname{Div} \vec{g}=-\sqrt{-1} k h \tag{7.4.3}
\end{equation*}
$$

Granted (7.4.3), the solution is unique, depends analytically on $k$ in $\mathbb{R}_{+}^{2}$ and continuously on $k$ in $\overline{\mathbb{R}_{+}^{2}} \backslash\{0\}$ (the principle of limiting absorption), and satisfies

$$
\begin{equation*}
\|\mathcal{N}(E)\|_{L^{p}(\partial \Omega, d \sigma)}+\|\mathcal{N}(H)\|_{L^{p}(\partial \Omega, d \sigma)} \leq C\|\vec{f}\|_{L_{\tan }^{p, \operatorname{Div}}(\partial \Omega, d \sigma)} \tag{7.4.4}
\end{equation*}
$$

for some positive constant $C$ depending only on $k, p$ and $\Omega$. Furthermore, there exists a sequence of real numbers $\left\{k_{j}\right\}_{j}$, with no finite accumulation point, with the property that if $k \in \overline{\mathbb{R}_{+}^{2}} \backslash\left\{k_{j}\right\}_{j}$ then a similar result is valid for the interior Maxwell boundary value problem

$$
\left\{\begin{array}{l}
\operatorname{curl} E-\sqrt{-1} k H=0 \text { in } \Omega  \tag{7.4.5}\\
\operatorname{curl} H+\sqrt{-1} k E=0 \text { in } \Omega \\
\mathcal{N}(E), \mathcal{N}(H) \in L^{p}(\partial \Omega, d \sigma) \text { and }\left.\exists E\right|_{\partial \Omega},\left.\exists H\right|_{\partial \Omega} \\
\nu \times\left. E\right|_{\partial \Omega}=\vec{g} \in\left[L^{p}(\partial \Omega, d \sigma)\right]^{3} \\
\left\langle\nu,\left.H\right|_{\partial \Omega}\right\rangle=h \in L^{p}(\partial \Omega, d \sigma)
\end{array}\right.
$$

In the case in which $k \in\left\{k_{j}\right\}_{j}$ is a nonzero number, the problem (7.4.5) is solvable if and only (7.4.3) holds and the data $\vec{g}$, $h$ satisfy finitely many linear conditions (in which case the solution is unique modulo a finite dimensional space).

Proof. Let us first deal with the exterior boundary value problem (7.4.2). The necessity of (7.4.3) from (7.4.2) and Lemma 6.5.2, so we turn to the sufficiency part. To show existence, we first remark that when either $\operatorname{Im} k>0$, or when $k$ is not of the exceptional values $\left\{\zeta_{j}\right\}_{j}$ from Theorem 6.5.7 corresponding to $\lambda= \pm \frac{1}{2}$, then the operator $-\frac{1}{2} I+M_{k}$ is invertible on $L_{\tan }^{p, \operatorname{Div}}(\partial \Omega, d \sigma)$, so we may take $E:=\operatorname{curl} \mathcal{S}_{k} \vec{f}, H:=\frac{1}{\sqrt{-1} k} \operatorname{curl} E$ where we have set $\vec{f}:=\left(-\frac{1}{2} I+M_{k}\right)^{-1} \vec{g} \in L_{\mathrm{tan}}^{p, \operatorname{Div}}(\partial \Omega, d \sigma)$.

The treatment of the case when $k$ is one of the exceptional values described above requires an appropriate modification of this approach on which we now elaborate. The new difficulty is that we have to show that the problem (7.4.2) remains well-posed even when the integral operator $-\frac{1}{2} I+M_{k}$ is no longer invertible. Since this is, nonetheless, Fredholm with index zero, the idea is to add further source terms (of compact nature) in order to ensure that the resulting perturbed operator has trivial kernel. More specifically, assume that $k \in \mathbb{R} \backslash\{0\}$, and for each $\vec{f} \in L_{\mathrm{tan}}^{p, \text { Div }}(\partial \Omega, d \sigma)$ consider

$$
\begin{equation*}
E:=\operatorname{curl} \mathcal{S}_{k} \vec{f}+\sqrt{-1} \operatorname{curl} \operatorname{curl} \mathcal{S}_{k}\left(\nu \times S_{0}\left(S_{0}(\vec{f})\right), \quad H:=\frac{1}{\sqrt{-1} k} \operatorname{curl} E \quad \text { in } \quad \mathbb{R}^{3} \backslash \bar{\Omega}\right. \tag{7.4.6}
\end{equation*}
$$

It is then not difficult to check that that $(E, H)$ is a radiating solution of the Maxwell system in $\mathbb{R}^{3} \backslash \bar{\Omega}$, for which $\mathcal{N}(E), \mathcal{N}(H) \in L^{p}(\partial \Omega, d \sigma)$, the traces $\left.E\right|_{\partial \Omega},\left.H\right|_{\partial \Omega}$ exist, and such that $\nu \times E=\left(-\frac{1}{2} I+M_{k}+\sqrt{-1} N_{k} \circ\left(\nu \times S_{0}^{2}\right)\right) \vec{f}$, where

$$
\begin{equation*}
N_{k} \vec{f}:=\nu \times\left(\left.\operatorname{curl} \operatorname{curl} \mathcal{S}_{k} \vec{f}\right|_{\partial \Omega}\right)=k^{2} \nu \times S_{k} \vec{f}+\nu \times \nabla S_{k}(\operatorname{Div} \vec{f}) \tag{7.4.7}
\end{equation*}
$$

Hence, matters are reduced to proving the invertibility of the operator

$$
\begin{equation*}
-\frac{1}{2} I+M_{k}+\sqrt{-1} N_{k} \circ\left(\nu \times S_{0}^{2}\right): L_{\mathrm{tan}}^{p, \operatorname{Div}}(\partial \Omega, d \sigma) \longrightarrow L_{\mathrm{tan}}^{p, \operatorname{Div}}(\partial \Omega, d \sigma) \tag{7.4.8}
\end{equation*}
$$

To this end, we note from Theorem 6.5.6 that the operator $-\frac{1}{2} I+M_{k}$ is Fredholm with index zero on $L_{\tan }^{p, \operatorname{Div}}(\partial \Omega, d \sigma)$. Since, by Lemma 6.5.2, $\nu \times S_{0}^{2}$ also maps $L_{\mathrm{tan}}^{p, \operatorname{Div}}(\partial \Omega, d \sigma)$ compactly into
itself, it follows that that the operator in (7.4.8) is Fredholm with index zero. Consequently, we are left with showing that the operator (7.4.8) is injective on $L_{\mathrm{tan}}^{p, \text { Div }}(\partial \Omega, d \sigma)$. For $p=2$ this has been proved in [25] p. 167 (there it is assumed that $\partial \Omega \in C^{2}$ but for this particular purpose the reasoning in [25] can be adapted to the current setting, given the results we have proved so far. Consider now $\vec{f} \in L_{\text {tan }}^{p, \text { Div }}(\partial \Omega, d \sigma)$ such that $\left(-\frac{1}{2} I+M_{k}+\sqrt{-1} N_{k} \circ\left(\nu \times S_{0}^{2}\right)\right) \vec{f}=0$ and fix $k_{o} \in \mathbb{C}$ with $\operatorname{Im} k_{o}>0$. It follows that

$$
\begin{equation*}
\vec{f}=-\left(-\frac{1}{2} I+M_{k_{o}}\right)^{-1}\left[\left(M_{k_{o}}-M_{k}\right) \vec{f}+\sqrt{-1} N_{k}\left(\nu \times S_{0}\left(S_{0}(\vec{f})\right)\right]\right. \tag{7.4.9}
\end{equation*}
$$

Recall next that the fractional integration theorem remains valid on spaces of homogeneous type. For example, a rather general version (as well as references to earlier work) can be found in [76]. In the context of (7.4.9), this gives that $\vec{f} \in L_{\mathrm{tan}}^{p+\varepsilon, \operatorname{Div}}(\partial \Omega, d \sigma)$ for some $\varepsilon>0$. Iterating this sufficiently many times we finally arrive at $\vec{f} \in L_{\text {tan }}^{2, \text { Div }}(\partial \Omega, d \sigma)$ and, therefore, by the $L^{2}$-theory alluded to above, $\vec{f}=0$. Thus, the existence part is proved.

To address the uniqueness issue, assume first that $p \geq 2$. The case $\operatorname{Im} k>0$, when $E, H$ have exponential decay at infinity, is easier and can be handled much as in [89], so we restrict attention to $k \in \mathbb{R} \backslash\{0\}$. First, the radiation condition (6.5.53) implies

$$
\begin{align*}
0 & =\lim _{R \rightarrow \infty} \int_{|X|=R}|H \times \nu-E|^{2} d \sigma \\
& =\lim _{R \rightarrow \infty} \int_{|X|=R}\left(|H \times \nu|^{2}+|E|^{2}-2 \operatorname{Re}\left\langle\nu \times E, H^{c}\right\rangle\right) d \sigma . \tag{7.4.10}
\end{align*}
$$

Since $\nu \times E=0$ on $\partial \Omega$ and $k \in \mathbb{R}$, integrating by parts gives

$$
\begin{equation*}
\operatorname{Re} \int_{|X|=R}\left\langle\nu \times E, H^{c}\right\rangle d \sigma=\operatorname{Re}\left(\sqrt{-1} k \int_{B(0, R) \backslash \bar{\Omega}}\left[|H|^{2}-|E|^{2}\right] d X\right)=0 . \tag{7.4.11}
\end{equation*}
$$

Next, from this and (7.4.10) we may now deduce that $\int_{|X|=R}|E|^{2} d \sigma=o(1)$ as $R \rightarrow \infty$. Rellich's lemma (cf. (6.5.55)) then gives that $E$ and, hence, also $H$, vanishes in $\mathbb{R}^{3} \backslash \bar{\Omega}$, at least if this domain in connected. Nonetheless, much as in the proof of Proposition 6.5.5, this argument can be further refined as to treat domains with arbitrary topology.

We now consider the remaining case, i.e., when $1<p<2$. First, from the Stratton-Chu formula (cf. Theorem 6.6 on p. 153 in [25]), which continues to hold in the current setting, we have that

$$
\begin{equation*}
E=\nabla \mathcal{S}_{k}(\langle\nu, E\rangle)-\sqrt{-1} k \mathcal{S}_{k}(\nu \times H) \quad \text { in } \quad \mathbb{R}^{3} \backslash \bar{\Omega} \tag{7.4.12}
\end{equation*}
$$

Thus, after applying curl to both sides of (7.4.12), we arrive at

$$
\begin{equation*}
H=-\operatorname{curl} \mathcal{S}_{k}(\nu \times H) \quad \text { in } \quad \mathbb{R}^{3} \backslash \bar{\Omega} \tag{7.4.13}
\end{equation*}
$$

Going nontangentially to the boundary and applying $\nu \times$ to both sides of (7.4.13), then yields $\left(\frac{1}{2} I+M_{k}\right)(\nu \times H)=0$. Hence, with $k_{o}$ as before,

$$
\begin{equation*}
\nu \times H=-\left(-\frac{1}{2} I+M_{k_{o}}\right)^{-1}\left[\left(M_{k}-M_{k_{o}}\right)(\nu \times H)\right] \in L_{\mathrm{tan}}^{p+\varepsilon, \operatorname{Div}}(\partial \Omega) \tag{7.4.14}
\end{equation*}
$$

for some positive $\varepsilon$. Iterating finitely many times then gives $\nu \times H \in L_{\tan }^{2, \text { Div }}(\partial \Omega, d \sigma)$, so that $\mathcal{N}(H) \in L^{2}(\partial \Omega, d \sigma)$, by (7.4.13). Finally, since $\langle\nu, E\rangle=-\frac{1}{\sqrt{-1 k}} \operatorname{Div}(\nu \times H) \in L^{2}(\partial \Omega, d \sigma)$, it follows from (7.4.12) that $\mathcal{N}(E) \in L^{2}(\partial \Omega, d \sigma)$. At this point, the conclusion follows from the case $p=2$.

For the interior boundary value problem (7.4.5), Theorem 6.5 .7 shows that there exists a sequence of real numbers $\left\{k_{j}\right\}_{j}$, with no finite accumulation points, such that the operator $\frac{1}{2} I+M_{k}$ is invertible on $L_{\mathrm{tan}}^{p \text {, Div }}(\partial \Omega, d \sigma)$ whenever $k \in \overline{\mathbb{R}_{+}^{2}} \backslash\left\{k_{j}\right\}_{j}$. In this situation, the well-posedness of (7.4.5) is handled as before. Assume now that $k \in\left\{k_{j}\right\}_{j}$ is a nonzero number and denote by $\mathcal{U}_{k}$ the collection of all vector fields of the form $\nu \times E$ where $(E, H)$ satisfies the first three conditions in (7.4.5). Since $\mathcal{U}_{k}$ contains $\left(\frac{1}{2} I+M_{k}\right)\left[L_{\tan }^{p, \text { Div }}(\partial \Omega, d \sigma)\right]$, it follows that $\mathcal{U}_{k}$ is a closed, finite codimensional subspace of $L_{\tan }^{p, \text { Div }}(\partial \Omega, d \sigma)$. Clearly, the problem (7.4.5) is solvable for the boundary datum $\vec{g}$, if and only if $\vec{g} \in \mathcal{U}_{k}$.

Finally, if $k \in\left\{k_{j}\right\}_{j}$ is a nonzero number and $(E, H)$ is a null-solution of (7.4.5), then writing the version of (7.4.12) for $\Omega$ and performing the same type of manipulations as before, we arrive at $\left(-\frac{1}{2} I+M_{k}\right)(\nu \times H)=0$. Now, the application $(E, H) \mapsto \nu \times H$ is injective and takes values in a finite dimensional space, namely the null-space of the Fredholm operator $-\frac{1}{2} I+M_{k}$ on $L_{\text {tan }}^{p \text {, Div }}(\partial \Omega, d \sigma)$. Hence, the space of null-solutions for (7.4.5) is finite dimensional. The proof of the theorem is therefore finished.

Our last results in this subsection deal with the the transmission problem for the Maxwell equations. This amounts to finding two pairs of vector fields $\left(E^{ \pm}, H^{ \pm}\right)$satisfying the following boundary value problem:

$$
\left\{\begin{array}{l}
\operatorname{curl} E^{ \pm}-\sqrt{-1} k H^{ \pm}=0 \text { in } \Omega_{ \pm}  \tag{7.4.15}\\
\operatorname{curl} H^{ \pm}+\sqrt{-1} k E^{ \pm}=0 \text { in } \Omega_{ \pm}, \\
\mathcal{N}\left(E^{ \pm}\right), \mathcal{N}\left(H^{ \pm}\right) \in L^{p}(\partial \Omega, d \sigma) \text { and }\left.\exists E^{ \pm}\right|_{\partial \Omega},\left.\exists H^{ \pm}\right|_{\partial \Omega}, \\
\nu \times\left. E^{+}\right|_{\partial \Omega}-\mu \nu \times\left. E^{-}\right|_{\partial \Omega}=\vec{g} \in L_{\tan }^{p, \text { Div }}(\partial \Omega, d \sigma), \\
\nu \times\left. H^{+}\right|_{\partial \Omega}-\nu \times\left. H^{-}\right|_{\partial \Omega}=\vec{h} \in L_{\tan }^{p, \operatorname{Div}}(\partial \Omega, d \sigma) \\
E^{-}, H^{-} \text {radiate at infinity. }
\end{array}\right.
$$

The above problem models the scattering of electro-magnetic waves by a penetrable bounded obstacle $\Omega$. See, e.g., [4], [78], [85], [96] for a more extensive discussion in this regard. Here we only wish to point out that physical considerations dictate that the transmission parameter $\mu$ belongs to the interval $(0,1)$.

Theorem 7.4.2 Let $\Omega \subset \mathbb{R}^{3}$ be a bounded regular SKT domain. Then for every $k \in \mathbb{C} \backslash\{0\}$, $\mu \in(0,1)$ and $p \in(1, \infty)$, the transmission boundary value problem (7.4.15) is well-posed.

Proof. Using the well-posedness of (7.4.2), it is easy to see that (7.4.15) has a solution if and only if the problem

$$
\left\{\begin{array}{l}
\operatorname{curl} E^{ \pm}-\sqrt{-1} k H^{ \pm}=0 \text { in } \Omega_{ \pm}  \tag{7.4.16}\\
\operatorname{curl} H^{ \pm}+\sqrt{-1} k E^{ \pm}=0 \text { in } \Omega_{ \pm}, \\
\mathcal{N}\left(E^{ \pm}\right), \mathcal{N}\left(H^{ \pm}\right) \in L^{p}(\partial \Omega, d \sigma) \text { and }\left.\exists E^{ \pm}\right|_{\partial \Omega},\left.\exists H^{ \pm}\right|_{\partial \Omega} \\
\nu \times\left. E^{+}\right|_{\partial \Omega}-\mu \nu \times\left. E^{-}\right|_{\partial \Omega}=\vec{g} \in L_{\mathrm{tan}}^{p, \text { Div }}(\partial \Omega, d \sigma) \\
\nu \times\left. H^{+}\right|_{\partial \Omega}=\nu \times\left. H^{-}\right|_{\partial \Omega} \\
E^{-}, H^{-} \text {radiate at infinity }
\end{array}\right.
$$

has a solution. In turn, thanks to Theorem 6.5.7, a solution for (7.4.16) can be found in the form

$$
\begin{equation*}
E^{ \pm}:=\frac{1}{1-\mu} \operatorname{curl} \mathcal{S}_{k}\left(\lambda I+M_{k}\right)^{-1} \vec{g}, \quad H^{ \pm}:=\frac{1}{\sqrt{-1 k}} \operatorname{curl} E^{ \pm} \quad \text { in } \quad \Omega_{ \pm}, \tag{7.4.17}
\end{equation*}
$$

where $\lambda:=\frac{1}{2} \frac{1+\mu}{1-\mu}$. Finally, uniqueness for (7.4.15) can be shown by proceeding much as in the proof of Proposition 6.5.5.
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